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Abstract—Photo sharing is an attractive feature which pop-
ularizes Online Social Networks (OSNs). Unfortunately, it may
leak users’ privacy if they are allowed to post, comment, and tag
a photo freely. In this paper, we attempt to address this issue
and study the scenario when a user shares a photo containing
individuals other than himself/herself (termed co-photo for short).
To prevent possible leakage of a photo privacy, we design a
mechanism to enable each individual in a photo be aware of
the posting activity and participate in the decision making on
the photo posting. For this purpose, we need an efficient facial
recognition (FR) system that can recognize everyone in the photo.
However, more demanding privacy setting may limit the number
of the photos publicly available to train the FR system. To deal
with this dilemma, our mechanism attempts to utilize users’
private photos to design a personalized FR system specifically
trained to differentiate possible photo co-owners without leaking
his/her privacy. We have also developed a distributed consensus-
based method to not only reduce the computational complexity,
but also preserve the privacy during the training. We show that
our system is superior to other possible approaches in terms of
recognition ratio and efficiency. Our mechanism is implemented
as an Android application on Facebook’s platform.

I. INTRODUCTION

OSNs have become integral part of our daily life and has
profoundly changed the way we interact with each other,
fulfilling our social needs–the needs for social interactions, in-
formation sharing, appreciation and respect. It is also this very
nature of social media that makes people put more content,
including photos, over OSNs without too much thought on the
content. However, once something, such as a photo, is posted
online, it becomes a permanent record, which may be used for
purposes we may not expect. For example, a posted photo in a
party may reveal a connection of a celebrity to a mafia world.
Just because OSN users may be careless in posting content
while the effect is so far-reaching, privacy protection over
OSNs becomes an important issue. When more functions such
as photo sharing and tagging are added, the situation becomes
more complicated. When someone attempts to share a co-
photo that contains individuals (photo co-owners) other than
himself/herself, currently there is no restriction on posting. On
the contrary, social network service providers like Facebook
are encouraging users to post co-photos and tag their friends
out in order to get more people involved. However, what if the
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co-owners of a photo are not willing to share the co-photo? Is
it a privacy violation to share co-photos without permissions
of the co-owners? Should the co-owners have some control
over the co-photos?

With these questions, we shall take a new look at the
popular OSNs such as Facebook to find how users’ privacy are
managed especially with the photo sharing feature. According
to the statistics from Facebook, 95% of the users are tagged
at least once on a photo, while most photos are tagged by
someone else. Tagging reveals identity immediately, but it also
works as a notification. There are 350 million photos uploaded
everyday, and so what if someone just uploads photos contain-
ing a user without his/her knowledge? Currently, we can barely
do anything about it.

In this paper, we propose a mechanism to help photo co-
owners to get some control over their co-photos. We argue
that the co-owner of a photo should have the same control
over the photo as the owner. Whether or not to post the photo
should be a collaborative decision of everybody in the photo.
To do that, we need to design an add-on scheme to monitor
photo posting activities on OSNs. Whenever a user attempts
to post a photo, he/she will receive a notification and has to
make the joint decision on whether to post it or not with all
individuals involved in the photo. Thus, a face recognition
engine (FR) is needed to recognize users in the photo. Photos
to be posted usually contains social friends on OSN, and thus,
FR can be trained to recognize the social friends (people in
the social circle). Training techniques could be adapted from
the off-the-shelf FR training algorithms. However, how to get
enough training samples from the social circle in the OSN for
the FR engine is the key. FR with higher recognition ratio
demands more training samples (photos of friends). However,
online photo resources may not contain enough photos of a
friend potentially in a photo. Users who really care about
their photo privacy are unlikely to post too many photos
online. Perhaps it is exactly those people who really want to
use our proposed mechanism and expect a high recognition
ratio. To break this dilemma, we propose a privacy-preserving
distributed collaborative training system for our FR with users’
private photos as the training input.

Since the decision on photo posting involves friends in the
circle (the most likely scenario) and it is distributed in nature,
our problem can be transformed to be a typical secure multi-
party computation problem. Intuitively, we may apply cryp-
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tographic technique to protect privacy, but the computational
and communication cost may pose a serious problem for a
large OSN. Besides cryptographic approach, we may take the
consensus-based approach as a promising alternative. The idea
is to let each user only deal with his/her local data and get
the local training result, and then the neighboring users only
need to exchange their training results. In the next round, each
user still works on his own training data, but take the training
results from his/her neighbors as references. We expect that
the information will be spread over the OSN and everyone
involved will reach the same conclusion. We will demonstrate
that by using our method, we could make our FR mechanism
distributed and computed in parallel, and thus, the privacy and
efficiency can be achieved simultaneously.

The rest of this paper is organized as follows. In Section
II, we review the related works. Section III presents the
formulation of our problem and the assumptions in our study.
In Section IV, we give a detailed description of the proposed
mechanism, followed by Section V, conducting security anal-
ysis of the proposed mechanism. In Section VI, we describe
our implementation on Android platform with the Facebook
SDK and the extensive experiments to validate the accuracy
and efficiency of our system. Finally, Section VII concludes
the paper.

II. RELATED WORK

In [9], [10], Stone et al., for the first time, propose to
use the contextual information in the social realm and co-
photo relationship to do automatic FR. They define a pairwise
conditional random field (CRF) model to find the optimal joint
labeling by maximizing the conditional density. Specifically,
they use the existing labeled photos as the training samples
and combine the photo co-occurrence statistics and baseline
FR score to improve the accuracy of face annotation. In [3],
Choi et al. discuss the difference between the traditional FR
system and the FR system that is designed specifically for
OSNs. They point out that a customized FR system for each
user is expected to be much more accurate in his/her own
photo collections.

While intensive research interests lie in FR engines refined
by social connections, the security and privacy issues in OSNs
also emerge as important and crucial research topics. In [7],
the privacy leakage caused by the poor access control of
shared data in Web 2.0 is well studied. To deal with this
issue, access control schemes are proposed in [5] and [2]. In
these works, flexible access control schemes based on social
contexts are investigated. However, in current OSNs, when
posting a photo, a user is not required to ask for permissions
of other users appearing in the photo. In [1], Besmer and
Lipford study the privacy concerns on photo sharing and
tagging features on Facebook. A survey [1] is used to study
the effectiveness of the existing countermeasure of untagging
and shows that users are worrying about offending their friends
when untagging themselves. They also provide a tool to enable
users to restrict others from seeing their photos when the
photo is posted as a complement strategy to protect privacy.
In [8], Squicciarini et al. propose a game-theoretic scheme in
which the privacy policies are collaboratively enforced over
the shard data. However, the ownership over the shard data

cannot be determined automatically, and the potential owners
of a shared data item are identified using the tagging features
on the current OSNs.

Comparing with previous works, our contributions are as
follows.

1) In our paper, the potential owners of the shared items
(photos) can be automatically identified with/without
user-generated tags.

2) We propose to use private photos in a
privacy-preserving manner and social contexts to
derive a personal FR engine for any particular user.

3) Orthogonal to the traditional cryptographic solution,
we propose a consensus-based method to protect the
local data (photos) while improving the efficiency.

III. PROBLEM STATEMENT AND HYPOTHESES

We assume that useri has a photo set of size Ni of himself
as his private training samples (say, stored on his/her own
device such as smart phone). From the private photo set, a
user detects and extracts the faces on each photo with the
standard face detection method [12]. For each face, a vector
of size p is extracted as the feature vector. Then, for the user
i, his/her training set could be written as xi of size Ni × p.
With social contexts, each user has a personal FR in which the
potential photo posting users are restricted to a small group
consisting of his/her friends and himself. Typically, this multi-
class classification system is designed by combining several
binary classifiers together with either one-vs-one method or
one-vs-all method. However, no matter which method we use,
it requires a centralized node to access all the training samples
from each class. Therefore, in our scenario, it is required that
the training samples (photos) are fed to the classifier in a
privacy-preserving manner.

A FR engine for a large-scale social network may require
discriminating millions of individuals. It seems to be a daunt-
ing task that can never be accomplished. However, we may be
able to decompose it into several personal FR engines. Social
contexts imply some information useful: if someone attempts
to post a photo, it is very likely to be a photo of himself/herself
or his/her friends[9]. In other words, the personal FR on
an OSN does not need to worry about the strangers. We
assume that for a user, say, i, the suspects on his/her photos
are restricted to a small group of himself and his one-hop
neighbors (e.g., friends), denoted as the neighborhood Bi.
Then our goal for the personal FR at user i is to differentiate
users in Bi. For a test photo x of the user i, all the faces in
it are identified as a set of users I. Request for permission
along with x is send to the users in I except for i.

IV. SYSTEM OVERVIEW

In this section, we present the detailed description of our
system. First we use a toy system with two users to demon-
strate the principle of our design. Then, we discuss how to
build a general personal FR with more than two parties.

A. A toy system
Suppose there are only two users user1 and user2 with

private training data x1 and x2. In order to distinguish them,
we only need to find a binary decision function f(·). When a
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probing sample x comes, if f(x) > 0, x belongs to user1 and
vice versa. In this paper, the decision function is determined
by the support vector machine as f(x) = K(w, x) + b, where
K(·, ·) is the kernel function. For the ease of description, here
we use a linear kernel. For the training samples xi of size
Ni × p, where Ni is the number of training samples, and p is
the number of features in each training sample. Denote u as
u = [w, b] of size (p+1)×1, Xi as Xi = [xi, 1] of size Ni×
(p+1) and Yi is a Ni×Ni diagonal matrix indicating the class
labels of samples in Xi. If X1 is the positive sample set and
X2 is the negative sample set, the corresponding label matrix
Y1 is an identity matrix and Y2 is a negative identity matrix.
Meanwhile, a diagonal matrix Π is introduced to guarantee
that 1

2u
TΠu = 1

2w
Tw. Then Π is constructed as a (p+ 1)×

(p + 1) diagonal matrix with Π(i, i) = 1 for i = 1, 2, . . . , p
and Π(p + 1, p + 1) = 0. In this case, the decision function
f(·) can be obtained by solving the following problem:

min
u,ξ1≥0,ξ2≥0

1

2
uTΠu+ C|ξ1|+ C|ξ2|

s.t. Y1X1u ≥ 1− ξ1,

Y2X2u ≥ 1− ξ2.

(1)

In problem (1), by minimizing 1
2u

TΠu, we find u such
that the distance between the nearest data points from X1

and X2 to u is maximized. The first and second constraints
in problem (1) is used to ensure that the decision function
f(x) = X1ku > 1 for k = 1...N1 and f(x) = X2ku < −1
for k = 1...N2. ξi is a set of slack variables in case the
training samples are not separable. If a certain positive sample
X1k cannot make X1ku > 1, a positive slack variable ξ1k is
assigned so that X1pu > 1 − ξ1p. Meanwhile, a penalty of
Cξ1p is also assigned to the objective function, where C is the
user-chosen penalty parameter and vice versa for the negative
samples. Notice that for each user, his/her private training
set corresponds to a set of private constraints. An alternative
approach other than cryptography should be consensus-based
method. The idea is that: at the iteration of t, user1 makes
a reasonable guess of u as ut

1 and sends ut
1 to user2. Upon

receiving ut
1, user2 uses it as a reference for the estimation

of ut+1
2 . To understand this estimation refinement, first we

need to reformulate problem (1) in its equivalent form that
could easily be distributed as in problem (2), which can be
solved using the alternating directional method of multipliers
(ADMM) based consensus algorithm.

min
{ui,ξi≥0}

∑

i=1,2

1

4
uT
i Πui + C

∑

i=1,2

|ξi|

s.t. YiXiui ≥ 1− ξi, i = 1, 2

ui = uj , i, j = 1, 2.

(2)

Problem (2) can be solved through its dual problem. For this
purpose, the augmented Lagrange function with the Language
multipliers of {λi} and {αi} can be written as:

L({ui}, {λi}, {αi}) =
1

4

∑

i=1,2

uT
i Πui +

∑

i,j=1,2

αT
i (ui − uj)

−
∑

i=1,2

λT
i (YiXiui − 1 + ξi) +

∑

i,j=1,2

ρ

2
‖ui − uj‖2.

(3)

In Eq. (3), we omit the Language multipliers of the slack
variables, which can be canceled out in the Wolfe dual
problem. Here, ρ

2‖ui − uj‖2 is the regularization term, which
has two roles: (1) It eliminates the condition that L is
differentiable such that the solution converges under far more
general conditions. (2) By adjusting the parameter of ρ, we
can trade off the speed of convergence for better steady-state
approximation[4].

In Eq. (3), L can be minimized in a cyclic fashion with the
method of multipliers: at each iteration, L is minimized with
respect to one variable while keeping all other variables fixed.
Meanwhile, the multipliers {αi} should also be updated with
the equality constraint residual. The method of multipliers to
update the variables at each iteration t + 1 is summarized as
follows,

{ut+1
i } =argmin

{ui}
L({ui}, {λt

i}, {αt
i});

αt+1
i =αt

i + ρ(ut+1
i − ut+1

j ), i �= j.
(4)

In (4), ui is calculated with the KKT condition at each
iteration. If the calculation of ut+1

i is only related to Xi,
Yi, λt

i and ut
j , but not to the private constraints of user j,

we can assign this task to user i with the privacy of Xj

preserved. By requesting ut
j from user j and using his/her

local data, ut+1
i can be obtained locally at user i. In this

way, the secure collaborative training can be achieved without
using cryptographic tools (we will present the detailed security
analysis of this method in Section V). In the following part of
this section, we focus on the local update of ut

i.
In general, the quadratic programming problem in the form

of problem (2) is solved through its Wolfe dual problem. First,
user i takes the partial derivatives of L, get the expression of ut

i
with respect to λt

i and substitute it back in L. With the duality
property, ut

i is obtained. The Wolfe dual and the solution of
ut
i is listed in Eq. (5).

λt+1
i = argmax

{
−λT

i YiXi(Π + 4ρI)−1XT
i Yiλi

+[1 + 2YiXi(Π + 4ρI)−1(αt
i − αt

j − 2ρut
j)]

Tλi

}

ut+1
i = 2(Π + 4ρI)−1[XT

i Yiλ
t+1
i − (αt

i − αt
j) + 2ρut

j ]

αt+1
i = αt

i + ρ(ut+1
i − ut+1

j ).
(5)

Regarding our security statement with (5), λt+1
i and ut+1

i
are only related to Xi, α

t
i and Yi, the required external param-

eters are ut
j and αt

j . Hence, at the beginning of the iteration
t+ 1, users need to exchange their local update of ut

i and αt
i

from the previous iteration. The iterative update process can
be summarized in Algorithm 1. We denote uij = F (Xi, Xj)
as the computation of classifier uij with Xi as positive
training samples and Xj as negative training samples, then the
computation of uij is given below: In Algorithm 1, qd(A,B)
is a standard quadratic programming solver that gives the
optimal solution of max{− 1

2x
TAx + BTx}, and notice that

we omit the constraint of 0 ≤ λ ≤ C for brevity. threshold is
the user-defined stopping criteria, a larger threshold results
with less iterations while a larger discrepancy between ui and
uj .
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Algorithm 1: Iterative Method to Compute uij

Input: Positive samples Xi, Negative samples Xj

Output: The classifier fij(x) = x · uij

initial λ, ut
i, u

t
j , α

t
i, α

t
j as vectors of all zeros;

A = 2Xi(Π + 4ρI)−1XT
i ;

for t = 0, 1, 2... do
B = 1 + 2Xi(Π + 4ρI)−1(αt

i − αt
j − 2ρut

j);
λt+1 = qd(A,B);
ut+1
i = 2(Π + 4ρI)−1[XT

i λ
t+1 − (αt

i − αt
j) + 2ρut

j ];
if |ut+1

i − ut
i| <threshold then

break;
else

αt+1
i = αt

i + ρ(ut+1
i − ut+1

j );
send ut+1

i and αt+1
i to user j;

request ut+1
j and αt+1

j from user j;
end

end
return ut+1

i ;

B. OSNs with social contexts

In the previous section, we show how to achieve privacy-
preserving collaborative training in a toy system with two
users. When we consider the practical scenario, each user
may have more than one friend. In this case, we need an
efficient multi-class classifier. Generally speaking, a multi-
class classifier is achieved by using one of the two strategies
to combine several binary classifiers: one-against-all and one-
against-one.

For the strategy of one-against-one, a binary classifier fjk(·)
is established between any two users in Bi. For a test sample
x, if fjk(x) > 0, we say that x passes the test of user
j and the vote for user j is added by one. Then, after
testing all the 1

2Di(Di + 1) classifiers, x is recognized as
the user with the maximum vote. In this case, there exists
1
2Di(Di + 1) classifiers in Bi. For a certain node j in Bi,
he/she needs to participate in Di classifiers. At the same time,
node j should be involved in Dj neighborhoods. Therefore, for
each node, the average computation overhead is To O

(
nεD̄2

)
,

where To is the average number of iterations to converge.
Generally speaking, one user needs to establish classifiers
between {himself/herself, his/her one-hop neighbors} and
{himself/herself, his/her two-hop neighbors}. After the classi-
fiers are established, a decision tree is constructed to classify
the test photo[6].

To do so, we modify the DAGSVM method for the one-
against-one strategy in [6] towards the construction of the
decision tree. DAGSVM has a decision tree structure by
arranging 1

2D̄(D̄+1) classifiers properly. With a test sample x,
if x passes the classifier fjk, then go left, otherwise, go right.
Finally, after reaching a leaf node, we find the correct class of
x. However, it is only designed to make the decision among the
known classes. If we use the DAGSVM directly, there should
be a strong assumption: users in each other’s photos are all
friends. In reality, this is not the case. For example, Bob has
a co-photo with him and Alice at a popular attraction spot. It

is very likely that a face from a stranger may also be captured
in the photo. According to the DAGSVM, the random faces
must be recognized as a certain one-hop neighbor. Suppose it
is Tom, then, the photo is sent to Tom, who is not supposed
to see the photo before it is allowed to be posted.

However, detection of strangers (or outliers) is a well-known
difficult problem. A stranger to user i in our application is a
user who is not connected to user i on the friendship graph.
We cannot train a classifier to recognize that person because
we even do not know where to request the training samples.
In this paper, we attempt to find out the strangers based on
a contradictory decision from the decision tree. We have the
following observations: (1) If a certain class participates in the
training process, then a probing sample from it will get the
correct result by following the decision tree. (2) If a certain
class does not participate in the training process, then the
classifier will give an unpredictable decision for a probing
sample from this class. Based on these two observations, we
propose a improved DAGSVM decision tree to capture the
possible contradictory decisions as the evidence to determine
a stranger.

V. SECURITY ANALYSIS

Due to the fact that our whole system is composed of
multiple subsystems, the security analysis in this section is
built on top of the analysis of the subsystems. For two users,
Alice and Bob, in a subsystem, we assume that they are semi-
honest, which means both Alice and Bob follow the protocol,
but they are also curious in the sense that they will store all
the exchanged data and try to deduce the training photo set
from it. The analysis is done on behalf of Alice (Alice stores
all the data and tries to find the private photo set of Bob Xb)
and the analysis for Bob can be similarly done.

Assume there are To rounds of parameter exchanges, then
for Alice, she knows {ut

b, α
t
b}, for t = 1...To and the

parameters of her own {ut
a, α

t
a}, for t = 1...To. The goal is to

find Xb which is a Nb×(p+1) matrix with Nb×p unknowns.
Alice is familiar with the FR mechanism and she knows that
the parameters at hand have the relationship as follows:

A = 2Xbc
−1XT

b , (6)

XT
b λ = cut

b + d, (7)
B = 1 +Xbc

−1d, (8)

λ = arg min
0≤λ≤C

2

1

2
λTAλ+BTλ (9)

where c = 2(Π+4ρI)−1, d = αt
b−αt

a−2ρut
a can be computed

accordingly for each iteration. At each iteration, Alice records
the value of XT

b λ and tries to find out XB . Notice that the
value of λ comes from the quadratic optimization problem (9),
in which A is a fixed matrix determined by Xi, B is changing
with iterations, and the solution ub is changing accordingly.
We need to show that, with multiple {B, ub} tuples, Alice
cannot get any information of Xb. To solve the quadratic
optimization problem 9, we need to first find its Lagrange
function:

L =
1

2
λTAλ+BTλ+ τT (λ− C

2
)− νTλ, (10)
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Fig. 1. System structure of our application

where τ and ν are Lagrange multipliers. The solution of
problem (9) can be obtained through the KKT conditions:

−Aλ− τ + ν = BT (11)

τT (λ− c) = 0 (12)

νTx = 0 (13)

0 ≤ λ ≤ C

2
, ν, τ ≥ 0.

With Eq.(6) and (7), Eq.(11) can be written as

−Xb(c · ut
b + d)− τ + ν = B. (14)

If the parameters {c, ut
b, d, B, τ, ν} are known to Alice, she

can get Nb equations, one for each training sample at Bob.
With more than p iterations, she should be able to recover Xb

by having enough equations to find out Nb × p unknowns.
However, the Lagrange multipliers τ and ν are calculated
when Bob is trying to solve problem (9) at each iteration and
he will not reveal these parameters to Alice. τ and ν are easy
to compute for Bob with matrix A, but for Alice, there is no
clue to make a reasonable guess of them. In fact, the support
vectors of Bob are determined by the combination of τ and
ν. It is the support vectors of Alice and the support vectors of
Bob that jointly define the hyperplane as uab. In this way, at
each iteration, by revealing Nb equations, 2Nb unknowns are
introduced. It is infeasible for Alice to have enough equations
to find out Xb.

VI. EVALUATION

In this section, we present the implementation of our algo-
rithm on Andorid devices and test the facial recognition ratio
over the database of “face Recognition Data, University of
Essex, UK” to assign training set for each simulated users. The
database contains photo for 395 individuals and 20 images per
individual with varying poses and facial expressions. Each user
is assigned with photos from the same individual randomly.

A. Implementation

Our prototype application is implemented on Google Nexus
7 tablets with Android 4.2 Jelly Bean (API level 17) and
Facebook SDK. We use OpenCV Library 2.4.6 to carry out the
face detection and Eigenface method to carry out the FR. Fig.1
shows the graphical user interface (GUI). The blue button
located at the northeast is used for log in/out with Facebook.
After logging in, a greeting message and the profile picture

will be shown. Our prototype works in three modes: a setup
mode, a sleeping mode and a working mode.

Running in the setup mode, the program is working towards
the establishment of the improved decision tree. For this
purpose, the private training set Xi and the neighborhood Bi

need to be specified. Xi could be specified by the user with
the button “Private training set”. When it is pressed, photos in
the smart phone galleries could be selected and added to Xi.
To setup the neighborhood Bi, at this stage, a user needs to
manually select their Facebook friends with the button “Pick
friends”. Notice that, all the selected friends are required to
install our application to carry out the collaborative training.
With Xi and Bi specified, the setup mode could be activated
by pressing the button “Start”. Key operations and the data
flow in this mode are enclosed by a yellow dashed box on
the system architecture Fig.1. During the training process, a
socket is established between any two users in Bi to enable the
real-time communication. Through the sockets, Algorithm.1
is performed to obtain the classifiers. After the classifiers are
obtained, an improved decision tree is constructed and the
program switches from the setup mode to the sleeping mode.

The program could be invoked to the working mode with the
button “Post Photo”. Working in this mode, all the faces on the
posting photo are detected and recognized, then, requests will
be send to the detected friends. The requests will be shown
as a notification in their App Center Requests. Along with the
request, the photo will be sent to them. Upon receiving the
post permissions from the detected friends, the photo is posted,
otherwise, the posting action will be expired in two weeks. The
data flow for a photo posting activity is illustrated by the solid
red arrows. After the requests are sent out, the program will
go back to the sleeping mode. If Xi or Bi is modified, the
program will be invoked to the setup mode. In this case, the
operations in the yellow dashed box will be performed again
and the improved decision tree will be updated.

B. Facial recognition performance

In this subsection, we test the recognition accuracy of our
design. We study the recognition ratio against the number of
friends and the number of strangers. To detect a face on an
image, we use the standard face detection in [12] and we
use eigenface method [11] to extract features and vectorize
the training image. However, the standard eigenface method
is a centralized approach, it may not be applicable to our
distributed case. For this reason, we use a universal eigenface
to extract features for all the users in our network. Based on the
simulation results, we find that this modification is reasonable
due to the fact that the important features on human face lie on
only a few directions which are the same to everyone. Facial
feature extraction is beyond the scope of this paper. Better
facial feature extraction method can be applied to our system
to obtain a better recognition ratio.

In Fig.2, we show the recognition ratios of our proposed
scheme and the scheme with DAG decision tree. As in
Fig.2(a), when there are no strangers, both our proposed
scheme and the DAG scheme could achieve very high recog-
nition ratio of more than 80% when the number of users is
fewer than 30. While in Fig.2(b), among the users, 10% of
them are strangers, we can see that the recognition ratio of our
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(b) 10% strangers
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(c) 30% strangers

Fig. 2. Recognition ratio with varying number of users

scheme has a higher recognition ratio than the DAG scheme
by 5%. The reason is that our scheme considers the stranger
detection feature. The solid line represents the recognition ratio
of the strangers ps, which is increasing with the number of
users. Intuitively, if there are more users, there will be more
classifiers. As a result, the chance that a stranger gets the
contradictory decision will be higher. Fig.2(c) shows a similar
case where there are 30% strangers. In this case, our scheme is
wining over the DAG scheme by 10% in terms of recognition
ratio. This is achieved by the ability of identifying strangers.
With 30 users, the probability of identifying a stranger is
around 35%.

VII. CONCLUSIONS

Photo sharing is probably the most popular feature in online
social networks such as Facebook. Unfortunately, careless
photo posting may reveal privacy of individuals in a posted
photo. To curb the privacy leakage, we propose to enable
individuals potentially in a photo to give the permissions
before posting. To do so, we need a privacy-preserving face
recognition system to identify the images of individuals in the
photo. In this paper, we develop a distributed consensus-based
face recognition system to identify the images of individuals
in a photo with high accuracy and low computation cost
without leaking private information about those individuals.
Our analysis shows the effectiveness and the efficiency of our
proposed scheme. We expect that our proposed scheme will be
very useful in protecting users’ privacy in photo/image sharing
over online social networks.
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