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Abstract We propose an innovative resource management
scheme for TDMA based mobile ad hoc networks. Since
communications between some important nodes in the net-
work are more critical, they should be accepted by the net-
work with high priority in terms of network resource usage
and quality of service (QoS) support. In this scheme, we
design a location-aware bandwidth pre-reservation mecha-
nism, which takes advantage of each mobile node’s geo-
graphic location information to pre-reserve bandwidth for
such high priority connections and thus greatly reduces po-
tential scheduling conflicts for transmissions. In addition,
an end-to-end bandwidth calculation and reservation algo-
rithm is proposed to make use of the pre-reserved band-
width. In this way, time slot collisions among different con-
nections and in adjacent wireless links along a connection
can be reduced so that more high priority connections can
be accepted into the network without seriously hurting ad-
missions of other connections. The salient feature of our
scheme is the collaboration between the routing and MAC
layer that results in the more efficient spatial reuse of lim-
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ited resources, which demonstrates how cross-layer design
leads to better performance in QoS support. Extensive simu-
lations show that our scheme can successfully provide better
communication quality to important nodes at a relatively
low price. Finally, several design issues and future work are
discussed.
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1. Introduction

As wireless mobile ad hoc networks (MANETs) are finding
more applications in many fields, such as battlefield commu-
nications, disaster rescue, and inimical environment moni-
toring, there is a growing need to provide quality of service
(QoS). Due to the lack of fixed wired infrastructure in ad
hoc networks, all the communications between wireless mo-
bile nodes are conducted over bandwidth limited and error-
prone wireless links. The information exchanges among
these nodes may involve multiple hops, with intermediate
nodes acting as routers in between sources and destinations.
The salient features of MANETs and the application-specific
requirements pose great challenges on both the routing layer
and the media access control (MAC) layer. Routing protocols
must be able to handle route breakage and re-routing, as any
failure of the intermediate nodes on the route due to power
outage or mobility will disable the entire route. Meanwhile,
MAC protocols should effectively reduce access collisions
and achieve high channel utilization.

Moreover, a wireless mobile ad hoc network should sup-
port service prioritization in terms of network access, given
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its limited resources.1 In other words, some important traffic
needs to be accepted by the network with higher priority
than others. For instance, in a battlefield, the communica-
tion requests among some army commanders should be al-
ways accepted with higher priority compared with the com-
munications between soldiers since the commanders may
need to discuss and coordinate the strategic plans. Another
typical scenario is that in cluster based hierarchical ad hoc
networks, connections among cluster heads should be spe-
cially treated. In such cases, the communications between
such important nodes (like commanders, cluster heads, or
nodes that take over control tasks in the network, henceforth
called i-nodes) should be granted higher priority in terms of
network access. Thus, the task to support these important
communications between these important nodes with QoS
guarantee is imperative.

However, in current literature, the research on how to
support such important communications with QoS and high
acceptance ratio is still thin on the ground at either routing
layer or MAC layer. At the routing layer, a variety of QoS
routing schemes have been proposed, with the primary goal
to find a path from the source to the destination that satis-
fies the desired QoS requirements [7–11, 19, 21]. In these
schemes, whenever there is a connection request, the routing
protocol will attempt to find a path with sufficient resources
(i.e., bandwidth) to support QoS requirements. If there is no
such a path, the request will be rejected. This is undesirable
for i-nodes, since in most cases, the connections between
them carry important and time-critical information. More-
over, these schemes treat all connections indiscriminately
and thus do not appear satisfactory to accommodate the
aforementioned important communications between those
high-profiled nodes. Obviously, without an effective and ef-
ficient resource management scheme,it is very hard for QoS
routing schemes to overcome this deficiency.

Meanwhile, many contention-based MAC protocols were
proposed to provide differentiated service [1–3, 22]. How-
ever, it is known that reserving resources in contention-based
MAC is difficult and hence may fail to provide high degree of
service guarantee. As a consequence, some slot-based MAC
schemes were designed [4–6]. Though they find their niche
in wireless local area networks, unfortunately, for multi-hop
connections, they alone still cannot support those important
communications with QoS.

In fact, the routing layer and the MAC layer should collab-
orate. Instead of randomly allocating the available resource
to the newly accepted connections, the routing layer should
intelligently allocate the resource for a connection along its
entire path such that the residual resource can accommodate
more connections. This means that the routing layer needs

1 Unless otherwise specified, resource and bandwidth are interchange-
able in this paper.

to know the allocation restrictions due to MAC collisions of
time slots. In addition, a desirable routing protocol also helps
the MAC layer maintain high resource utilization. Further,
it is observed that a node’s location or movement is valuable
information that could be utilized to assist both layers in
fulfilling the task. All these observations thus motivate us
to resort to approaches that are based on the cooperation of
these two layers and the use of nodes’ location information.

On the other hand, to support the communications be-
tween i-nodes, the above mentioned collaborative approach
is not adequate. Inspired by the resource reservation con-
cept in cellular networks, we believe it is advantageous to
pre-reserve some resources so that i-connections, which are
defined as connections between any two i-nodes, can have
higher acceptance probability. Although many reservation
schemes (for example, the Guard Channel scheme was pro-
posed in cellular networks to give high priority to handoff
calls over newly incoming calls [18]) have been proposed for
cellular networks, due to the tremendous difference between
MANETs and cellular networks, they cannot be directly ap-
plied to our case. As can be imagined, resource reservation is
much more complicated in MANETs. Specifically, in cellu-
lar networks, bandwidth is reserved at base station, which is
static and has good knowledge about the mobility of all the
mobile users in the cell it serves. Thus, bandwidth can be re-
served easily and effectively; and once reserved, it is always
available to mobile users. By contrast, in ad hoc networks,
bandwidth is reserved at each mobile node that may move,
and most likely is not aware of other nodes’ mobility, which
greatly increases the difficulty of making efficient resource
reservation. Therefore, designing effective and efficient
bandwidth pre-reservation in ad hoc networks is not trivial.

In this paper, by introducing the resource pre-reservation2

into MANETs and taking advantage of nodes’ location in-
formation, we propose a resource management scheme that
is designed on the basis of cooperation between the routing
layer and the MAC layer in a TDMA based ad hoc networks.
In this scheme, we grant higher priority to connections
between any two i-nodes through location-aware bandwidth
pre-reservation. By utilizing each node’s geographic
location information and forming a quadrangle-shaped area
between any two i-nodes, the bandwidth pre-reservation
mechanism pre-reserves bandwidth for i-nodes along the
possible paths connecting any two i-nodes in such a way
that potential collisions of time slots are significantly
reduced. Subsequently, we use location-aware forward
algorithm (LAFA), a bandwidth calculation scheme, which
also exploits the geographic information of each node on
the path, to find and reserve enough bandwidth to support
QoS while keeping the residual resource more efficient for

2 To distinguish from bandwidth reservation in QoS routing, we call it
bandwidth pre-reservation.
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future communications. As a result, the network bandwidth
is used more efficiently due to the reduction in MAC slot
collisions. Therefore, the connection blocking probability
for i-connections is greatly decreased without seriously
hurting admissions of other connections.

The remainder of this paper is organized as follows.
In Section 2, we describe the related work. The system
model is introduced in Section 3. Our location-aware band-
width pre-reservation scheme and the LAFA algorithm are
presented in Section 4 and Section 5, respectively. In
Section 6, performance evaluation is given with some in-
sightful discussions. We discuss some important issues and
future work in Section 7. Finally, concluding remarks are
given in the Section 8.

2. Related work

Various schemes have been proposed to address QoS at both
routing layers and MAC layer. On MAC protocol design,
much work has been done to support QoS. In [1–3, 22],
improvements based on random access MAC protocol such
as the IEEE 802.11 were proposed. In [1], a distributed ap-
proach supporting service differentiation was proposed for
wireless packet networks. In [22], Ada and Castelluccia pro-
posed to scale the contention window, use different inter-
frame space or maximum frame length in order to support
differentiated services in wireless LANs. Based on the work
in [1], Ahn et al. [2] proposed a stateless network model
with distributed control algorithm to deliver differentiated
service in mobile ad hoc networks, where services are reg-
ulated to deal with mobility or traffic overloading. Kanodia
et al. [3] combined two mechanisms, i.e., distributed prior-
ity scheduling and multi-hop coordination to provide QoS
in random access multi-hop wireless networks. Since most
of current contention-based MAC schemes cannot provide
users with guaranteed QoS, many researchers have looked
into the Time Division Multiple Access (TDMA) MAC and
proposed various techniques to address issues such as frame
length and slot allocation strategies in ad hoc networks [4–6].
Chlamtac et al. [4] proposed a technique called proto-
col threading to improve the performance of time-spread
multiple-access (TSMA) protocols. In [5] and [6], optimiza-
tion of Time Division Multiple Access (TDMA) frame length
and slot allocation strategies were studied in ad hoc net-
works. Nesargi and Prakash focused on dynamically allo-
cating channels to different cells in cellular mobile networks
such that there is no transmission conflict [20]. However, this
is different from the ad hoc networks discussed in our paper,
where there is no base station.

Considerable effort has also been spent on QoS routing
with the primary goal to find a path from the source to the
destination that satisfies the desired QoS requirement. In

[7] and [8], a scheme to calculate the end-to-end bandwidth
of a path under a CDMA-over-TDMA mechanism is pro-
posed. By relaxing the CDMA-over-TDMA MAC scheme,
Liao et al. proposed a TDMA-based bandwidth reservation
scheme for QoS routing in ad hoc networks [21]. Zhu and
Corson [9] proposed an efficient algorithm called forward al-
gorithm for calculating the end-to-end bandwidth on a path
and reserving required bandwidth so that a QoS route could
be established. Instead of resorting to one single path to ful-
fill the needs of QoS, Liao et al. [10] proposed a multi-path
QoS routing protocol, in which multiple paths are searched
to support QoS together. In [19], Chen and Nahrstedt de-
signed a distributed ticket-based QoS routing scheme that
can deal with imprecise state information. However, the un-
derlying MAC scheme is not specified and prioritization is
not supported.In addition, no priority is supported. In [11], a
framework of reliable routing is proposed by placing some
reliable nodes in some special places in the network.

Location information has been leveraged to improve the
performance of routing protocol [12–14, 24] and references
therein). In [12, 13], the overhead associated with route dis-
covery is greatly reduced since the search for a new route can
be limited to a certain area. Basagni et al. [24] used location
information to estimate the node mobility and take appropri-
ate routing update frequency, leading to the decrease of up-
date overhead. Further, location information can also be used
to construct large and dense wireless ad hoc networks [14].

3. System model

We consider a mobile ad hoc network consisting of N nodes,
among which there are M i-nodes. The system adopts TDMA
as its channel access mechanism. As in [8], the transmission
time scale is divided into frames, each of which contains a
fixed number of time slots. Each frame is comprised of two
phases. One is control phase and the other is data phase.
In the control phase, all kinds of control functions are per-
formed, such as pre-reservation request propagation, band-
width reservation and connection setup, frame and slot syn-
chronization. Each node may use a predefined slot to broad-
cast control messages to all of its neighbors. Data phase is
used to transmit and receive data packets. For each time slot
used to transmit or receive data (called data slot), it may
be in one of the four states at one particular time: FREE,
PRE RESERVED, USED TX and USED RX. They indicate
the state of the data slot being free, pre-reserved, used to
transmit and used to receive, respectively. All connections
considered in this paper are connection-oriented and requires
constant bandwidth. In ad hoc networks using TDMA, band-
width is measured in terms of time slots. Hereafter, the terms
bandwidth and time slot are used interchangeably. A con-
nection will specify its QoS requirement as the number of
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transmission time slots it needs prior to being admitted into
the network. In the network, in addition to i-connections
whose both endpoints are i-nodes, all the other connections
are ordinary connections.

We assume in this work that each node is half-duplex,
i.e., it cannot transmit and receive simultaneously. To suc-
cessfully transmit a packet, both the transmitter and receiver
nodes need to have one or more common time slots. Further
restrictions apply to the selection of time slots along a path
due to the hidden terminal problem. For example, in Fig. 2,
if node n transmits packets destined to node 0 to node n−1
in time slot 1 and node n−1 forwards the packets to node
n−2 in time slot 2. Since node n−2, two-hop away from
node n, cannot hear from node n, it may also use time slot
1 to forward the packets to node n−3. Then, node n−1 will
detect a collision and cannot correctly decode the packets
from node n. We also assume that each node is aware of its
own geographic location and time is synchronized at each
node, as current Global Positioning System (GPS) [15, 16]
can provide accurate location information and global tim-
ing. Finally, it is assumed that all i-nodes are aware of each
other’s geographic location. Since i-nodes need to frequently
communicate with each other, they can piggyback their own
location information and mobility information such as ve-
locity and direction in data packets. I-nodes other than the
source and the destination of i-connections can also acquire
this information by overhearing. A more practical solution
may be location registration and lookup service that maps
node identities to location [17]. Further discussion on this
issue is beyond the scope of this paper.

Formally, an ad hoc network is modeled as a graph G
= (N, L), where L is a set of bi-directional links [9]. A
node i has a set of neighbors NBi = {j ∈ N: (i, j) ∈ L}.
Assume the set of data slots in one frame is S = {s1, s2,
. . . ,sK}. The set of slots TSi in which node i transmits is
defined as its transmission schedule. The set of nodes Rk

j ,
Rk

j ∈ N Bi , consists of the receivers in slot sk , sk ∈ T Si .
Set RSi = {sk ∈ S : i ∈ Rk

j , j ∈ N Bi } is the set of slots in
which node i uses to receive from its neighbors. Another two
sets are defined for node i: S RTi = {sk ∈ S : sk /∈ T Si , sk /∈
RSi , sk /∈ ∪ j∈N Bi RSj }, S R Ri = {sk ∈ S : sk /∈ T Si , sk /∈
RSi , sk /∈ ∪ j∈N Bi T S j }.S RTi is the set of slots in which i can
transmit without causing interference to its current receiving
neighbors and SRRi is the set of slots in which i can receive
without suffering interference from its current transmitting
neighbors, given the current transmission schedule TS.

4. Bandwidth pre-reservation

To reduce the blocking probability of i-connections, we
need to purposely pre-reserve some bandwidth beforehand.
Before we proceed, it is important to note the differences

in bandwidth reservation or pre-reservation in cellular
networks and MANETs. In cellular networks, bandwidth is
reserved at base stations; however, in ad hoc networks, band-
width is reserved in each mobile node, which differs from
base stations in several significant ways. First, a base station
is a fixed infrastructure, which means once the bandwidth is
reserved, it is always available to mobile users. Conversely,
bandwidth pre-reserved in a mobile node may be unavailable
as the mobile node moves. Second, a base station may have
good knowledge about the mobility of all the mobile users
in the cell it serves, and hence can make proper bandwidth
reservation; in ad hoc networks, however, a mobile node does
not know the mobility information about other mobile nodes,
which makes it difficult to appropriately pre-reserve band-
width. Finally, compared with a base station, a mobile node
has limited power, processing capability, and buffer space;
therefore, unlike a base station, a mobile node cannot afford
any complicated algorithm for bandwidth pre-reservation.

4.1. Pre-reservation request propagation

Since statically pre-reserving bandwidth is not efficient due
to node mobility or traffic dynamics, the bandwidth needs
to be dynamically pre-reserved. Each node needs to know
when to pre-reserve bandwidth, how much bandwidth to
pre-reserve for future incoming i-connection requests and
when to de-pre-reserve. To this end, each i-node of an i-
node communication pair needs to provide the intermediate
nodes with such information. For this purpose, a propagation
and processing mechanism for pre-reservation requests is
introduced.

As shown in Fig. 1, in order to pre-reserve some band-
width along the path to i-node j, i-node i broadcasts a message
called pre-reservation request to its neighbors, such as node
n. The request contains the following information: (a) the

i-node i i-node j

n
n+1

Intermediate
node

n+3

n+7

n+6

n+4

n+5

n+9

n+8

n+2

α α

Fig. 1 Illustration of a quadrangle-shaped influence area
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preferred number of time slots to be pre-reserved, num req
(it can be set by i-nodes depending on traffic history and ap-
plication types); (b) the duration, timer, for which the time
slots may be pre-reserved; (c) the location of both i-node i
and i-node j; (d) i-node i and j’s identities (IDs); (e) a unique
sequence number. Upon reception of the request, each one-
hop neighbor of i-node i, like node n, will retrieve the lo-
cation information of the source and the destination i-node.
With this information, a quadrangle-shaped influence area
will be built as shown in Fig. 1. The angle α adjusts the size
of influence area and hence the control overhead incurred.
If the neighbor happens to fall into this area, it will try to
pre-reserve the number of time slots as required. For node n,
this is the case. Assume the pre-reservation upper bound at
node n is UB, and the current number of pre-reserved time
slots is num tot. Then, node n will take one of the following
actions:

1) num tot + num req ≤ U B, which means the node can
pre-reserve num req free time slots. Then the node will
choose either num req time slots or all currently free
time slots denoted by num free, whichever is smaller,
and tag them with flag PRE RESERVED. Then num tot =
num tot + min(num req, num free). The criterion govern-
ing how to choose which time slot to tag will be described
in the following subsection. Besides, each chosen time
slot will be associated with a timer, slot timer(k), where k
is the ID of the time slot. Initially, slot timer(k) is set to 0.
slot timer(k) = timer. When slot timer(k) expires and the
time slot will be freed, i.e., marked with flag FREE again.

2) num tot = UB, which means no more free time slots
can be pre-reserved. Then the node will rank all the pre-
reserved time slots in an increasing order of the value of
their attached timer. The first num req time slots’ timer
will be increased by a value of timer, i.e., slot timer(k)
= slot timer(k) + timer, with the flag PRE RESERVED
unchanged. By doing this, though the number of pre-
reserved time slots does not increase, their pre-reservation
time is prolonged. Thus, this has the same effect as in-
creasing the pre-reserved time slot number.

3) num tot > UB. Note that this may occur since we dynam-
ically adjust UB. In this case, the node will choose the
first UB time slots with the largest timer value. Among
the UB time slots, num req time slots with the least timer
value will be increased by a value of timer. It can be seen
that the num tot − UB time slots that have small timer
value may expire soon.

4) num tot < UB and num tot + num req > UB. Then the
node will choose (UB − num tot) free time slots and pre-
reserve them as described in 1). The left (num req − (UB
− num tot )) time slots will be processed according to 2).
Then num tot = UB.

Next, node n will broadcast the pre-reservation request
message to its neighbors. In Fig. 1, they are node n + 1,
n + 5. Then, node n + 1 and node n + 5 will
also check their position. If they are also in this quad-
rangle, such as node n + 1, they will take the ac-
tions mentioned above. If they are not, such as node
n + 5, they simply ignore the request. So node n + 5 will
not pass on the pre-reservation request to node n + 6. To
prevent a node from pre-reserving more than once for the
same pre-reservation request, repeated reception of the same
request will be detected by the IDs of source and destination
i-nodes and the sequence number.

The frequency of sending out pre-reservation request is
adjusted by a timer, TIMERupdate, maintained at each i-node.
Whenever this timer expires, the i-node will send another
pre-reservation request. The adaptation of TIMERupdate will
be addressed below. However, TIMERupdate is always a lit-
tle smaller than timer to account for the propagation delay
of pre-reservation requests. So the pre-reserved time slot
at a node will not be freed just because the node cannot
receive a new pre-reservation request to update the timer
due to delay. Another implication is, once TIMERupdate is
determined, timer is also determined. So far, it is assumed
that the pre-reservation request is successfully transmitted
in control phase. However, this mechanism still works even
when a pre-reservation request may be lost or corrupted dur-
ing transmission, since a new pre-reservation request will be
transmitted some time later.

It is important to note that the pre-reserved time slots are
not explicitly tied to the use of any two specific i-nodes,
though they may be pre-reserved according to the requests
by them. Accordingly, every i-connection can make use of
them if they are available.

4.2. Bandwidth pre-reservation criterion

It is known that multi-hop topology of ad hoc networks al-
lows spatial reuse of bandwidth. Different nodes can use
the same bandwidth simultaneously as long as they are suf-
ficiently separated. However, within one-hop and two-hop
distance, time slots belonging to neighboring wireless links
may collide with each other, due to the broadcasting nature
of wireless transmission, half-duplex property, and the well-
known hidden terminal problem. As a result, even though
pre-reservation can set aside some free time slots at each
node for i-connections, these slots, if carelessly pre-reserved,
may be useless because of collisions. Worse yet, inappropri-
ate pre-reservation will cause dramatic bandwidth underuti-
lization since those improperly pre-reserved time slots may
otherwise be available to other ordinary connections. We re-
fer to Fig. 2 as an instance of pre-reservation failure. Source
node n wants to open a connection with destination node 0.
Prior to finding the path with sufficient bandwidth, suppose
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n n-1 n-2 n-3 n-4 0

Source Destination

Time slot 0 1 2 3 4 5 6 7 8 9

Node n

Node n-1

Node n-2

Node n-3

P P F F F T T P R R

P R T T T P P F F F

P P R R R P R T T T

T T P F F T T R P P

F: free

P: pre-reserved

T: transmitting

R: receiving

...

Fig. 2 Example of pre-reservation failure

the pre-reservation message is already sent from node n to
node 0. As we see, node n pre-reserved slots 0, 1, 7; node
n−1 pre-reserved slots 0, 5, 6; node n−2 pre-reserved slots 0,
1, 5; node n−3 pre-reserved slots 2, 8, 9. Although all these
nodes have pre-reserved three time slots, due to time slot
conflict, we cannot successfully find a path getting through
from node n to node n−3 with one bandwidth unit (i.e., one
slot), let alone a path from node n to node 0.

Moreover, as the connection path gets longer, it is less
likely to find a path with sufficient bandwidth due to the
transmission collision within one-hop and two-hop neigh-
borhood. To illustrate this, we use a mathematical model
to derive the relationship between the connection blocking
probability and the hop length of the connection. We assume
each connection requires the bandwidth of one time slot. For
each link, the total bandwidth is S. The link bandwidth LB
of each link is of i.i.d. Bernoulli distribution with success
probability Pa, i.e., the probability mass function (PMF) of
LB is defined as

B(S, i, pa) =
(

S
i

)
pi

a(1 − pa)S−i (1)

where Pa indicates current traffic load in the network. We
define q(i) = B(S, i, pa), for i = 0, 1, . . . , S. We also de-
fine P1 as the probability of Pr(LB ≥ 1), which is equal
to 1 − B(S, 0, Pa). Based on this, we derive the connec-
tion blocking probability when the path comprises one, two
and three hops, as shown in Appendix 1. We can see that,
as the number of hops increases from 1 to 3, the blocking
probability is also increased. For instance, if S = 10, Pa

= 0.1, the blocking probabilities for QoS path with one,
two, and three hops are 0.3487, 0.5908, 0.7695, respec-
tively. If the number of hops of a path is greater than 3,
the blocking probability becomes larger as time slot conflict
increases.

Intuitively, if a wireless link can be isolated from the
interference due to its neighboring links, more time slots at
the link can be used due to the reduced collisions. Thus, more

connections can be admitted into the network and hence a
low blocking probability. Motivated by this intuition, we
propose to pre-reserve time slots in such a way that, with
the aid of each node’s location information, the pre-reserved
time slots are spread and hence they are not wasted simply
because of the transmission collision within one-hop and
two-hop neighborhood. Next, we detail the pre-reservation
criterion in the following.

Assume the network geographically occupies a rectangu-
lar area with the size of X × Y m2. If the area is not a regular
rectangle, it can be approximated with the smallest rectangle
which can cover all the entire area. The transmission range
of each node is Rm. A grid structure is built by dividing the
network area into a grid of cells with size 2R × 2R. As a
result, along the horizontal axis, there are I = �X/2R� cells.
And along the vertical axis, there are J = �Y/2R� cells. The
cells are denoted by (i, j), as shown in Fig. 3.

We further define the direction of a pre-reservation re-
quest. Assume when a node n, with location denoted by
(xn, yn), receives a pre-reservation request originated by
i-node s, with location denoted by (xs, ys), it will com-
pare its horizontal distance from node s, i.e., |xn − xs |,
with its vertical distance from node s, i.e., |yn − ys |. If
|xn − xs | ≥ |yn − ys |, we define this pre-reservation request
to be horizontal for node n with respect to node s; otherwise,
we define it to be vertical.

Next, time slots in a frame are also divided. Assume there
are S data slots in one time frame. They are divided into
two parts, denoted by H1 and H2, respectively. H1 is the set
of time slots which will be pre-reserved for horizontal pre-
reservation requests and H2 is the counterpart for vertical
pre-reservation requests. To simplify notation, we also use
H1 and H2 to refer to their respective size. The partition is in

(0, 0) (0, 1) (0, 2)

(1, 0) (1, 1) (1, 2)

i

j

Geographical location

Data slots

H1 H2

0

1

Kh-1

0 0

Kv-1

Fig. 3 Location and time division
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proportion to the dimension of the geographic area, i.e.,

H1 =
⌊

I

I + J
S

⌋

H2 =
⌊

J

I + J
S

⌋ (2)

As shown in Fig. 3, the time slots in H1 are further
equally divided into Kh (Kh ≥ 2) sections, i.e., section
0, 1, 2, . . . , Kh − 1. Similarly, H2 are further equally di-
vided into Kv (Kv ≥ 2) sections. The geometrical position
of each cell is then mapped to the time axis. Along the
horizontal direction, cell (i, j) is mapped to time slot sec-
tion mod( j, Kh). Along the vertical direction, cell (i, j) is
mapped to time slot section mod(i, Kv). Function mod(p, q)
returns the modulus obtained by dividing p into q. More
specifically, the pre-reservation algorithm for node n, lo-
cated in cell (i, j), to pre-reserve bw num time slots for
a pre-reservation request originated at i-node s, is out-
lined in Fig. 4, where Ns denotes the ID of the time slot
section.

Under such a mapping rule, pre-reserved time slots are
spread depending on the node’s location and the direction of
the pre-reservation request. Since the potential i-connection
will likely follow the same shortest path experienced by pre-
reservation requests, in most cases, the pre-reserved time
slots for different i-connections will not collide with each
other if they do not come in the same direction with respect
to the node doing pre-reservation. For a connection with three
or more hops, it is likely that any three of its consecutive hops

span two neighboring cells and thus can have access to differ-
ent time slots (By setting the cell dimension to 2R, if there is
a connection across the cell, there are at most two hops in the
cell for the connection), as the pre-reserved time slots chosen
from different sections will not overlap in most cases. There-
fore, transmission collision among pre-reserved slots is re-
duced among different connections and different hops within
one connection. As a result, when the QoS routing protocol
is making bandwidth reservation along the path, it will find a
path with sufficient bandwidth with a larger probability since
the pre-reserved slots are available. Two important points are
noted. First, there is some overlap, So, between every two ad-
jacent sections. The reason why there is overlap in time slot
section is to allow for the cases where some wireless links
may span the boundary of two adjacent cells. In other words,
one end of the link is located in one cell while the other end is
located in an adjacent cell. With the overlapping, both node
of the wireless link will be able to reserve the same time slot
for transmission and reception. Second, as can be seen, this
scheme is more effective when the network size is relatively
large, e.g., for the network where QoS connections could
traverse a few hops (≥ 4 hops). Figure 5 shows the band-
width pre-reservation following the above criterion, in which
node n and n−1 belong to a cell, and node n−2 and n−3
belong to a neighboring cell. Similar to the case shown in
Fig. 2, three time slots are pre-reserved. However, with our
location-aware pre-reservation, it can be seen that the slots
are pre-reserved such that we can find a path getting through
from node n to node n−3, and to node 0 with one bandwidth
unit.

Fig. 4 Pre-reservation criterion
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Fig. 5 An example of location-aware pre-reservation

4.3. Upper bound of bandwidth to be pre-reserved

An upper bound, UB, is used to ensure that bandwidth
is not excessively pre-reserved, causing bandwidth under-
utilization. To adapt to instantaneous network dynamics,
such as traffic arrival information, node’s geographic loca-
tion, and node degree, it must be dynamically adjusted.
Meanwhile, the upper bound provides the tradeoff between
the performances of these two types of connections. If the
upper bound is large, the i-connection blocking probability
will be low while the blocking probability for ordinary con-
nections will be high. Small upper bound implies just the
opposite.

Each node in the network will monitor the incom-
ing pre-reservation requests and the bandwidth require-
ment of each request. Let TIMERavg be the average of the
timers associated with the pre-reserved time slots, and let
λp be the arrival rate of the pre-reservation requests ob-
served at a node. Besides, denote the average bandwidth
requirement of each pre-reservation request by BW. Then,
TIMERavg* λp * BW represents the average total band-
width pre-reservation requirements for one node during
the average pre-reservation period. Therefore, we set the
upper bound to the following:

U B = T I M E Ravgλp BW� (3)

where � (0 < � < 1) is a design parameter we introduce
to adapt the upper bound UB so that the upper bound will
not become too large. Thus, each node needs to estimate the
current arrival rate of λp. Assume that each node measures
the arrival rate at a fixed time period T, and the measured
arrival rate at the lth (l = 1, 2, . . .) measurement period
is MT (l). Then the arrival rate can be estimated using
exponential moving average:

λp(l + 1) = βλp(l) + (1 − β)MT (l) (4)

where MT (l) can be obtained by

MT (n) = # of new arrivals in lth period

T
(5)

and β is a weighting factor, usually 0.5 < β < 1. We can
see that more weight is given to the arrival rates recently
observed.

4.4. Interval of sending pre-reservation requests

The control overhead incurred by sending pre-reservation
requests is determined by the sending interval, TIMERupdate.
At first glance, the overhead can be reduced by increas-
ing TIMERupdate. However, with large TIMERupdate, band-
width pre-reservation cannot quickly respond to the network
topology change, which will cause performance degradation.
Thus, TIMERupdate should be set so as to strike a balance be-
tween overhead and performance. Due to the fact that only
i-nodes send out pre-reservation request, and they are not
aware of intermediate nodes’ mobility, our approach will ad-
just TIMERupdate based on the mobility of the sending i-node.

TIMERupdate = M I N

(
R

2Vavg
, TIMERmax

)
(6)

where TIMERmax is the maximum value that TIMERupdate

can take on, Vavg is the average speed of the sending i-node.
It can also be obtained using exponential moving average.
TIMERmax is introduced for two reasons. First, it can pre-
vent TIMERupdate from being infinite, when the speed is very
small. Second, even if the sending i-node is stationary, the
intermediate nodes may move in or move out. So it ensures
that the i-node sends pre-reservation requests to pre-reserve
some time slots at the intermediate nodes.

4.5. Control overhead analysis

We assume that the network consists of N nodes uniformly
distributed in an area of A. During an interval of TIMERupdate,
num data packets are transmitted from i-node i to i-node j.
If the average distance between two i-nodes is D, we can
compute the area of the quadrangle as follows:

Aquadrangle = D2

2
tan α (7)

If we count the control overhead as the number of nodes
which sends or forwards the pre-reservation request, we ob-
tain the control overhead per packet:

Overheadper packet = N ∗ Aquadrangle

A ∗ num data

= N D2 tan α

2A ∗ num data
(8)
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We can observe that the overhead per data packet in-
creases with the increase of node density, the area of the
quadrangle and decreases with increase of data packets
sent during TIMERupdate. This is verified by simulation in
Section 6.

5. Location aware forwarding

5.1. Bandwidth calculation and reservation

To guarantee QoS, QoS routing protocols need to establish a
path (or route) with sufficient bandwidth for admitting newly
arriving connections. For any QoS connection originated at
a node, the admission control test is as follows. The node
first attempts to find a path by route discovery or check its
own routing table, depending whether an on-demand rout-
ing protocol or a table driven routing protocol is used. If a
path from the source to the destination is found, then the
source will check if the path has sufficient bandwidth to
accommodate the connection (for on-demand routing pro-
tocol, this is done with route discovery simultaneously). If
yes, the bandwidth is reserved and the connection admitted;
if no, the connection is rejected. The differential treatment
of i-connection lies in the search for path bandwidth. For or-
dinary connections, they cannot reserve the time slots which
have been pre-reserved for i-connections while i-connections
can reserve either free or pre-reserved time slots. The band-
width pre-reservation scheme described earlier ensures that
each node’s pre-reserved time slots are dispersed in time
axis according to its location. Therefore, the chance that the
discovered path has adequate bandwidth for i-connections
is greatly increased as time slot collisions are reduced. i-
connections thus will be admitted with higher priority than
ordinary connections.

It can be seen from the above description that QoS
routing protocol depends on the path bandwidth calcula-
tion algorithm to make admission decision. Unfortunately,
in TDMA based link access schemes, the path bandwidth
calculation problem is NP-complete [9]. We thus have to
resort to heuristic approaches. Forward Algorithm (FA) is
proposed as an efficient and distributed algorithm for cal-
culating and reserving the end-to-end bandwidth along a
path. Since every node is aware of its location, based on FA,
we propose a Location-Aware Forward Algorithm (LAFA).
The key idea is, when doing bandwidth reservation, LAFA
will reserve the bandwidth with respect to the node’s lo-
cation according to the location-to-time-slot mapping cri-
terion. In this way, the gain of reduced time slot colli-
sion due to the carefully designed location-dependent pre-
reservation can be accrued. The algorithm is given in detail as
follows.

Assume there is a path P = {nm, nm−1, . . . , n0}, where
ni ∈ N , (ni , ni−1) ∈ L , i = m, m − 1, . . . , 1. nm is the
source and n0 is the destination. The set of time slots used on
link (ni , ni−1) to support path {nm, nm−1, . . . , nk} is defined
as PBk

i .

1) If m = 1,

P B0
1 = L ABW1(node, I N , n) (9)

2) If m = 2,

(P B0
2 , P B0

1 ) = L ABW2(L B2, L B1); (10)

3) If m ≥ 3,

(P Bm−2
m , P Bm−2

m−1 ) = L ABW2(L Bm, L Bm−1); (11)

for k = m − 3 to 0 do

(P Bk
k+3, P Bk

k+2, P Bk
k+1)

= L ABW3(P Bk+1
k+3 , P Bk+1

k+2 , L Bk+1); (12)

where L Bi = S RTi ∩ S R Ri−1, denoting the link band-
width of link (ni , ni−1).

The end-to-end bandwidth of path P is |PB1
0| . Note in

the above algorithm, functions LABW1, LABW2, and LABW3

are given in Appendix 2.
Since each node has pre-reservations, we need to mod-

ify the two sets, namely, SRTi and SRRi, which are used
in FA. For i-connections, SRTi is defined as {sk ∈ S : sk /∈
T Si , sk /∈ RSi , sk /∈ ∪ j∈N Bi RSj } and S R Ri is defined as
{sk ∈ S : sk /∈ T Si , sk /∈ RSi , sk /∈ ∪ j∈N Bi T S j } for ordinary
connections, S RTi is defined as {sk ∈ S : sk /∈ T Si , sk /∈
RSi , sk /∈ ∪ j∈N Bi RSj , sk /∈ ∪ j∈N Bi P RVj } and SRRi is de-
fined as {sk ∈ S : sk /∈ T Si , sk /∈ RSi , sk /∈ ∪ j∈N Bi T S j , sk /∈
∪ j∈N Bi P RVj }, where P RVi , the pre-reservation set at node
i, is defined as {sk ∈ S : sk is tagged P RE RE SE RV E D}.

5.2. Impact on re-routing

In QoS routing algorithms, an alternate path needs to be
searched and used when the primary path is broken due to
mobility. Since each i-node pair has asked the intermedi-
ate node in the influence area to pre-reserve bandwidth, this
quadrangle may contain several alternate paths. Therefore,
when the primary path is not available, the routing algorithm
can easily find an alternate path with sufficient bandwidth.
Therefore, the re-routing successful probability will be
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increased as well as the connection acceptance ratio, which
will be shown in Section 6.

6. Performance evaluation

In this section, the performance of our proposed scheme
is evaluated through extensive simulations. Our simulation
study is carried out using OPNET Modeler 8.0. An ad hoc
network consisting of 80 mobile nodes is simulated in a 1600
× 400 m2 area. The transmission range of a node is 200 m, so
a long QoS connection may traverse more than 4 hops. The
initial position of each mobile node is uniformly distributed
in the entire network. Their mobility follows the waypoint
mobility model [23]. That is, after remaining stationary for a
period of pause time, a node randomly chooses a destination
and starts to move toward it. When moving, a node will
randomly choose a speed from 1–10 m/s. It can be seen that
the shorter the pause time, the higher the mobility of each
node. There are 8 i-nodes, i.e., 10% of all nodes. Connection
requests arrive following Poisson process, each requiring one
data slot in each frame. The duration of each connection is
exponentially distributed with mean of 60 sec. In each time
frame, the data slot is 5 ms and the control slot is 0.1 ms. We
assume there are 30 control slots in control phase and 72 data
slots in data phase. So the frame length is 30*0.1 + 72*5
= 363 ms. We also assume a data packet can be transmitted
in one data slot. The angle α is 45 degree unless otherwise
stated. The simulation duration is 900 sec.

For comparison purpose, we consider three schemes in
our simulation. The first one is the scheme without any
pre-reservation. The second is our proposed scheme, which
makes bandwidth pre-reservation in a quadrangle area for
i-connections. We also created the last one that adopts band-
width pre-reservation. However, it only pre-reserves time
slots along the shortest path between any two i-nodes.
Note that depending on which routing protocol is used,
the shortest path information may or may not be avail-
able when an i-node sends out the pre-reservation mes-
sage. In the simulation, we assume that this scheme knows
this information. In the figures presented below, these three
are designated as No pre-reservation, Quadrangle and SP,
respectively.

Through simulation results, we observe that, when the
network traffic load is light, the performances of all the three
schemes are very close. This is because that, under light traf-
fic conditions, the network always has enough bandwidth
to accommodate new connections. Therefore, the connec-
tion blocking probabilities are all very low. However, it is
even more critical for these schemes to perform well under
medium to heavy traffic load. For this reason, we mainly
focus on these schemes’ performance in a relatively heavy
traffic situation, where the average connection arrival rate at
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Fig. 6 Connection blocking probability (a) i-connection, (b) ordinary
connection

each node is 0.2 connection/sec. All results presented here
are averaged over 10 simulation runs.

Figure 6 shows the performances of the three schemes in
terms of connection blocking probability. For i-connection,
our scheme provides the lowest blocking probability among
all three schemes. This is expected as each i-node is send-
ing pre-reservation requests to pre-reserve some time slots
at the intermediate nodes within the influence area. Scheme
SP is worse since it only pre-reserves slots at nodes on the
shortest path, which may be unavailable due to mobility.
We also observe that as the mobility is increased, the con-
nection blocking probability is slightly reduced. This is not
unexpected due to the following fact. When mobility in-
creases, the ongoing connection may be dropped, releasing
the bandwidth occupied for newly incoming connections.
Therefore, the connection blocking probability drops instead
of increasing. For ordinary connections, the performance of
scheme No pre-reservation is the best. This is reasonable
since the entire network bandwidth is fixed, as more band-
width is given to i-connection, less bandwidth is left for
accommodating ordinary connections. However, the differ-
ences are very small.

Next, we investigate the performances of these three
schemes when re-routing is considered. Figure 7 presents
the re-routing successful probabilities for both types of
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Fig. 7 Re-routing success probability (a) i-connection, (b) ordinary
connection

connections. Again, for i-connections, our scheme, Quad-
rangle shows the best performance, since it pre-reserves
bandwidth in the quadrangle. When one connection is
dropped due to mobility, it will have high probability to find
another path with sufficient bandwidth in the quadrangle. SP
is worse and No pre-reservation is the worst. For ordinary
connections, their performances are in an opposite order for
the same reason described earlier.

Figure 8 illustrates the throughput performance in terms
of successfully received packets. For all three schemes,
throughput increases as mobility decreases. This shows the
negative effect of mobility on the throughput: higher mobility
causes more ongoing connections to be dropped and in turn
reduce the throughput. On the other hand, we observe that
throughput is close to one another among the three schemes,
which means, although our scheme adopts bandwidth pre-
reservation for i-connection, the network throughput is not
seriously affected.

The number of pre-reserved time slots in the network is
presented in Fig. 9. As expected, our scheme pre-reserves
more time slots compared with the other two. However, con-
sidering the entire network has a number of time slot 72*80
= 5760, we only need to pre-reserve about 2.4%. Figure 9
also illustrates a desirable feature of the scheme: the number
of pre-reserved time slots is insensitive to the changes in
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Fig. 9 Average number of pre-reserved time slots

mobility, which ensures the scheme does not pre-reserve too
many time slots in high mobility scenarios.

Figure 10 shows the control overhead incurred by sending
pre-reservation requests. We count the overhead as the num-
ber of times for which each node, either i-nodes or ordinary
nodes, broadcasts the pre-reservation request. We see that
the overhead is small and decreases with mobility, showing
the adaptability of our scheme to mobility. With the low-
est blocking probability and highest re-routing successful
probability for i-connections and the small control overhead
incurred, our scheme, i.e.,scheme Quadrangle is able to pro-
vide high priority communication service to i-nodes with
QoS guarantee at a low cost. Scheme SP seems to perform
fairly well, however, it cannot be used with some on-demand
routing protocols as the shortest path information is not avail-
able for bandwidth pre-reservation.

Finally, we study the impact of angle α on the perfor-
mance of scheme Quadrangle, as shown in Figs. 11–15.
In Figs. 11 and 12, for i-connection, as α increases, the
connection blocking probability is decreased and re-routing
successful probability is increased. This is expected, since
larger α implies larger quadrangle, which in turn will have
more time slots pre-reserved for i-connections. For ordinary
connections, large α has an opposite effect. It can also be
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Fig. 10 Pre-reservation requests per received packet
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Fig. 11 Connection blocking probability (a) i-connection, (b) ordinary
connection

seen that the superiority of our proposed scheme is still
maintained.

Figure 13 shows the throughput is slightly affected by
the increase in α. Also, more overhead is incurred to propa-
gate the pre-reservation requests and more time slots need to
be pre-reserved for i-connections, as α increases, as shown
in Figs. 14 and 15. Therefore, α can be used as a design
parameter determining the extent to which i-connection
should be granted high priority. Figure 15 also verifies the
insensitivity of the scheme to the changes in mobility, which
is highly desirable as over-pre-reservation in the case of high
mobility is avoided.
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Fig. 12 Re-routing success probability (a) i-connection, (b) ordinary
connection
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Fig. 15 Pre-reservation requests per received packet
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7. Discussions and future work

In this section, we comment on several design issues and
discuss future work.

7.1. Mobility

Through the way that a quadrangle-shaped influence area is
formed between any two i-nodes, an i-node pair can always
pre-reserve some time slots in the intermediate nodes in
between it. For intermediate nodes, when they are located in
the influence area, they will always pre-reserve some time
slots for possible communication between the two i-nodes;
when they move out, the pre-reserved time slots for the i-
node pair will be freed, since future pre-reservation requests
from the two i-nodes may not be received for updating the
timers associated with the time slots. When one of the two i-
nodes moves, so will the quadrangle, which will be generated
according to the new location of the two i-nodes. Therefore,
this mechanism suits well with the mobile nature of ad hoc
networks. Of course, QoS is only feasible in the network that
is static or with low-to-medium mobility; when the network
topology changes too fast, there is no way to support QoS
[9,19].

7.2. Trade off between overhead and performance

The control overhead in bandwidth pre-reservation is mainly
the propagation of pre-reservation requests, which consumes
network bandwidth. Since there are M i-nodes in the network,
they may form up to M(M−1) half-duplex communication
pairs, each of which sends pre-reserving request according
its own sending interval. Note that we need to distinguish
the direction of communication for each i-node pair, since

each direction will demand a QoS connection to be set up
before sending data. Thus, the overhead depends on the num-
ber of i-nodes in network, the geographical location of each
i-node, as well as the node density and the traffic load be-
tween i-nodes during TIMERupdate, which are shown in the
overhead analysis in Section 4. It is important to note that
when two i-nodes are far away from each other and have a
large amount of data to transmit, the quadrangle bandwidth
pre-reservation may involve many nodes if the node density
is high. Consequently, the control overhead may be high.
In this case, we may adopt the strategy of hop limit [25].
That is, each pre-reservation request contains a field of “hop
limit” Every time the request is forwarded by a node, this
limit is decremented; if it becomes zero, the request is simply
discarded. In this way, we limit the number of intermediate
nodes allowed to forward the request and hence reduce the
overhead. Moreover, we can also adapt the angle α to the
distance between two i-nodes and the node density in the
network.

Nevertheless, the overhead is relatively small for the fol-
lowing reasons. First, it is anticipated only a very small per-
cent of nodes are i-nodes in ad hoc or sensor networks.
Second, as we can see from the estimation of TIMERupdate,
it adapts to node mobility. If nodes are static or move at a
low to medium speed, the overhead can be further reduced
as TIMERupdate will be increased. It is worth noting when
estimating TIMERupdate, we have not considered the traffic
type or traffic history of each i-node. In reality, for those
i-nodes that transmit data less frequently, TIMERupdate can
be further adapted to reduce overhead. We intend to further
explore this aspect in the future.

8. Conclusion

Since neither routing nor MAC protocols can effectively
provide high priority communications with QoS guarantee
for some important nodes in mobile ad hoc networks, we
proposed a novel cross-layer approach for mobile ad hoc
networks in this paper. We first propose a location-aware
bandwidth pre-reservation mechanism to pre-reserve band-
width for connections between important nodes by utilizing
each node’s geographic location information, thereby reduc-
ing the potential transmission collisions. Then, a location-
aware forward algorithm (LAFA) is proposed to calculate
and reserve end-to-end bandwidth for such high priority
connections. In this way, our scheme can not only reduce
the transmission collision and hence increasing resource uti-
lization, but also adapt to network topology changes due to
mobility. Therefore, high priority communication services
between important nodes can be provided by the network
with high probability and QoS guarantees without incurring
too much overhead and severely blocking other connections,

Springer



810 Wireless Netw (2006) 12:797–812

a goal that cannot be achieved without the collaboration be-
tween the routing layer and the MAC layer and the use of
location information. Finally, extensive simulation verifies
the performance of our proposed scheme.
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Appendix 1

Derivation of connection blocking probability

1) For a path with only one hop, it is obvious that the connec-
tion blocking probability PB1 is equal to the probability
that LB = 0, i.e., PB1 = q(0).

2) For a path with two hops, say link A and B, first we
consider the connection acceptance probability PA2. We
know that a connection request will be accepted if both
links have LB ≥ 1, the probability of which is P2

1 . How-
ever, in this case, there is one scenario that we cannot
build the connection, which is equal to q2(1)/S. So the
probability of acceptance is P2

1 − q2(1)/S. Therefore, the

blocking probability is PB2 = 1 − (P2
1 − q2(1)

S ).
3) For a path with three hops, we also first calculate the

connection acceptance probability PA3. The probability
that all three hops have at least one time slot available is
P3

1 . However, we need to subtract from this probability
several possibilities.

a) Any two have the same time slot only. The probability
is 3q2(1)P1 S−2q3(1)

S2 .
b) One link has two time slots and the other two links

each have one of the two time slots. The probability is
6q(2)q2(1)

S2 .
c) Two links have the same two time slots and the rest

one link has one of the two time slots. The probability
is 12q2(2)q(1)

S2(S−1) .
d) All the three links have the same two time slots. The

probability is 4q3(2)
S2(S−1)2 .

It can be shown that there are no other cases where
a connection cannot be admitted. Therefore, PA3 is the
probability by subtracting all these probabilities from P3

1 .
Therefore, the blocking probability is P B3 = 1 − (P3

1 −
3q2(1)P1 S−2q3(1)+6q(2)q2(1)

S2 − 12q2(2)q(1)
S2(S−1) − 4q3(2)

S2(S−1)2 ).

Appendix 2

Functions used in LAFA

function(OUT) = BWlocation(node)
get node’s location (xn, yn) in cell (i, j);
get source’s location (xs, ys);
i f |xn − xs | ≥ |yn − ys |

Ntime section = mod( j, Kh);
OUT = half of all the pre-reserved or free time slots in

time section Ntime section ;
else

Ntime sec tion = mod(i, Kv);
OUT = half of all the pre-reserved or free time slots in

time section Ntime section ;
return;

function(OUT) = LABW1(node, IN, n)
assert(n ≤ |I N |);
S = BWlocation(node);
E1 = S ∩ I N ;
E2 = S̄ ∩ I N ;
i f |E1| ≥ n
randomly choose n elements from IN as OUT;
return;

else
randomly choose n − |E1 | elements from E2 as E3;
OU T = E1 ∩ E3;
return;

function(OUT2, OUT1) =
L ABW2(node2, node1, IN2, IN1)

C = I N1 ∩ I N2;
E1 = I N1 ∩ I N2;
E2 = I N2 ∩ I N1;
i f |E2| ≥ |IN1|

OUT1 = IN1 ;
OU T2 = L ABW1(node2, E2, |IN1|);
return;

elsei f |E1| ≥ |IN2|
OU T1 = L ABW1(node1, E1, |IN2|);
OU T2 = IN2;
return;

else
T = f loor (|I N1 ∪ I N2|

/
2);

C2 = L ABW1(node2, C, T − |E2|);
C1 = C ∩ C2;
OU T1 = L ABW1(node1, C1 ∪ E1, T );
return;

function(OUT3, OUT2, OUT1 ) =
L ABW3(node3, node2, node1, IN3, IN2, IN1)

assert(|IN3| = |IN2| &&IN2 ∩ IN3 = φ);
C21 = I N2 ∩ I N1;
C31 = I N3 ∩ I N1;
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E1 = I N1 ∩ C21 ∩ C31;
E2 = I N2 ∩ C21;
E3 = I N3 ∩ C31;
i f |E1| ≥ |I N2|
OU T1 = L ABW1(node1, E1, |IN2|);
OU T2 = IN2;
OUT3 = IN3 ;
return;

elsei f |E3| ≥ |L ABW2(node2, node1, IN2, IN1)|
(OUT2, OUT1 ) = LABW2 (node2, node1, IN2, IN1 );
OUT3= LABW1 (node3, E3,|OUT1|);
return;

elsei f |E2| ≥ |L ABW2(node3, node1, IN3, IN1)|
(OUT3, OUT1 ) = LABW2 (node3, node1, IN3, IN1 );
OUT2 = LABW1 (node2, E2, |OUT1|);
return;

else
T = f loor (|IN1 ∪ IN2 ∪ IN3|

/
3);

C3
31 = L ABW1(node3, C31, T − |E3|);

C1
31 = C31 ∩ C3

31;
C2

21 = LABW1(node2, C21, T − |E2|);
C1

21 = C21 ∩ C2
21;

OUT1 = L ABW1(node1, E1 ∪ C1
21 ∪ C1

31, T );
OUT2 = E2 ∪ C2

21;
OUT3 = E3 ∪ C3

31;
return;
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