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Abstract. One fundamental issue in high-speed wireless local area networks (LANs) is to develop efficient medium access control (MAC)
protocols. In this paper, we focus on the performance improvement in both MAC layer and transport layer by using a novel medium access
control protocol for high-speed wireless LANs deploying carrier sense multiple access/collision avoidance (CSMA/CA). We first present
a recently proposed distributed contention-based MAC protocol utilizing a Fast Collision Resolution (FCR) algorithm and show that the
proposed FCR algorithm provides high throughput and low latency while improving the fairness performance. The performance of the FCR
algorithm is compared with that of the IEEE 802.11 MAC algorithm via extensive simulation studies on both MAC layer and transport layer.
The results show that the FCR algorithm achieves a significantly higher efficiency than the IEEE 802.11 MAC and can significantly improve
transport layer performance.
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1. Introduction

Wireless local area networks provide a practical approach for
providing high-speed data services in limited geographical
areas with reasonable performance for mobility and multi-
access characteristics. The medium access control (MAC)
protocol is one of the main factors which determine the per-
formance of wireless LANs. A good MAC protocol for
wireless local area networks (LANs) should provide an effi-
cient mechanism to share limited spectrum resources together
with simplicity of implementation. Wireless MAC proto-
col research based on distributed contention resolution algo-
rithms in wireless networks started with ALOHA and slot-
ted ALOHA in the 1970s. Later, MACA, MACAW, FAMA
and DFWMAC were proposed by incorporating the carrier
sense multiple access (CSMA) technique as well as the RTS
and CTS handshaking mechanism for collision avoidance
(CA) (see [3,9,12] and references therein). The most popu-
lar contention-based wireless MAC protocol, CSMA/CA, be-
comes the basis of the MAC protocol for the IEEE 802.11
standard [15,16]. However, it is observed that if the num-
ber of active users increases, the throughput performance of
the IEEE 802.11 MAC protocol degrades significantly be-
cause of the excessively high collision rate. Many researchers
have focused on analyzing and improving the performance of
the IEEE 802.11 MAC (see for example [4–6] and references
therein).

To increase the throughput performance of a distributed
contention-based MAC protocol, an efficient collision res-
olution algorithm is needed to reduce the overheads (such
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as packet collisions and idle slots) in each contention cycle.
To this end, many novel collision resolution algorithms have
been proposed. For example, improved backoff algorithms
are proposed to adjust the increasing and decreasing factors of
the contention window size and the randomly chosen backoff
values, or dynamically adjust the proper contention window
size at each station based on the estimation of the number
of active stations; the out-band busy-tone signaling is used
to actively inform others for the busy channel status; and
the contention information appended on the transmitted pack-
ets can also serve the purpose to help the collision resolu-
tion [3,4,6,11,12].

Transmission control protocol (TCP) and user datagram
protocol (UDP) are the prevalent transport layer protocols
which are used with the internet protocol (IP) of the network
layer. They support transparent data transfer and perform
flow and congestion control, ordering of received data, ac-
knowledgment of correctly received data, etc. TCP and UDP
run above the network and MAC layers, therefore, MAC
layer protocols for wireless LANs should support TCP and
UDP well. However, the low bandwidth and high error rate
(even moderate packet loss rate) of the wireless channel can
cause severe degradation on the performance of the transport
layer [27,28]. The overheads of MAC layer may cause many
retransmissions of segments that are not acknowledged within
the retransmission time out (RTO) interval in the TCP op-
eration, and result in performance degradation. Therefore,
the evaluation of the proposed MAC algorithms for wireless
LANs should be carried not only on MAC layer, but also
transport layer.

Although many innovative distributed contention-based
MAC protocols have been proposed for wireless LANs, it
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is not an easy task to satisfy all desirable properties while
efficiently supporting transport layer protocols such as TCP
and UDP. In this paper, we study a new efficient distributed
contention-based MAC algorithm, namely, the fast collision
resolution (FCR) algorithm. We observe that the main defi-
ciency of most distributed contention-based MAC algorithms
comes from the packet collisions and the wasted idle slots
due to backoffs in each contention cycle. For example, in
the IEEE 802.11 MAC protocol, when the number of ac-
tive stations increases, there are too many stations backed off
with small contention windows, hence many retransmission
attempts will most likely collide again in the future, which
would slow down the collision resolution. In this regard, the
FCR algorithm attempts to resolve the collisions quickly by
increasing the contention window sizes of both the colliding
stations and the deferring stations due to prior loss in the con-
tention cycles, i.e., we devise an algorithm so that all active
stations will redistribute their backoff timers to avoid possible
“future” collisions. To reduce the number of idle slots, the
FCR algorithm gives a small idle backoff period for each sta-
tion with successful packet transmission. Moreover, when a
station detects a number of idle slots, it will start to reduce the
backoff timer exponentially, comparing to the linear decrease
in backoff timer in the IEEE 802.11 MAC. The proposed
efficient contention scheme in the FCR algorithm will im-
prove the performance both in MAC layer and transport layer.
We attempt to keep the proposed distributed contention-based
MAC easily implementable in high-speed wireless local area
networks.

This paper is organized as follows. In section 2, we briefly
describe the IEEE 802.11 MAC protocol and the transport
layer protocols: TCP and UDP. Then, we present, in section 3,
the newly proposed fast collision resolution (FCR) algorithm.
Performance evaluations via simulative study for FCR algo-
rithm on both MAC layer and transport layer are presented in
section 4. In the final section, we present the conclusions.

2. Backgrounds

2.1. IEEE 802.11 Medium Access Control (MAC)

IEEE 802.11 MAC protocol is based on the carrier sense mul-
tiple access/collision avoidance (CSMA/CA). Its basic opera-
tions are shown in figure 1.

A packet transmission cycle is accomplished with a suc-
cessful transmission of a packet by a source station with an
acknowledgment (ACK) from the destination station. Gen-
eral operations of the IEEE 802.11 MAC protocol are as fol-
lows (we only consider the distributed coordination function
(DCF) without RTS-CTS handshake for simplicity). If a sta-
tion has a packet to transmit, it checks the medium status us-
ing the carrier sensing mechanism. If the medium is idle, the
transmission may proceed. If the medium is busy, the sta-
tion will defer until the medium is sensed idle for a distrib-
uted coordination function inter-frame space (DIFS) and the
backoff procedure is then invoked. The station will set its

backoff timer to a random backoff time based on the current
contention window size (CW):

Backoff Time (BT) = Random() · aSlotTime, (1)

where Random() is an integer randomly chosen from a uni-
form distribution over the interval [0, CW − 1].

After DIFS idle time, the station performs the backoff
procedure using the carrier sensing mechanism to determine
whether there is any activity during each backoff slot. If the
medium is determined to be idle during a particular backoff
slot, then the backoff procedure will decrement its backoff
time by a slot time (BTnew = BTold − aSlotTime). If the
medium is determined to be busy at any time during a back-
off slot, then the backoff procedure is suspended. After the
medium is determined to be idle for DIFS period, the backoff
procedure is then resumed. Transmission will begin when-
ever the backoff timer reaches zero. After a source station
transmits a packet to a destination station, if the source sta-
tion receives an acknowledgment (ACK) without errors after
a short inter-frame space (SIFS) idle period, the transmission
is concluded to be successfully completed. If the transmission
is successfully completed, the contention window size CW for
the source station will be reset to the initial (minimum) value
min CW . If the transmission is not successfully completed
(i.e., the source station does not receive the ACK after SIFS),
the contention window size will be increased (in the IEEE
802.11 DSSS CW = 2n+5 − 1, retry counter n = 0, . . . , 5),
beginning with the initial value min CW , up to the maximum
value max CW (in the IEEE 802.11 DSSS, min CW = 31 and
max CW = 1023). This process is called the binary exponen-
tial backoff (BEB), which intends to resolve collisions. More
detailed operations can be found in [16].

2.2. Transport layer overview

The transport layer provides end-to-end communication ser-
vices between different end hosts. It makes available trans-
parent data transfer using the services of the network layer
below. Therefore, it generally supports various methods of
flow control, error recovery and ordering of received data, ac-
knowledgment of correctly received data, and multiplexing
and demultiplexing sessions. Applications and end users of
the TCP/IP suite employ one of two protocols in transport
layer: the transmission control protocol (TCP) or the user
datagram protocol (UDP) [24]. We briefly explain the basic
functionalities for these two protocols.

2.2.1. Transmission Control Protocol (TCP)
TCP is a pervasive transport protocol, which gives a depend-
able data transfer service. It provides reliability for each end
host by performing a connection oriented data transfer with
the support of diverse flow and congestion controls as well
as error recovery. If the data segments and acknowledgments
are lost, i.e., the sender does not receive an acknowledgment
for a data segment within a predetermined timeout interval,
it retransmits the data segment. Therefore, the design strat-
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Figure 1. Basic operations of CSMA/CA.

egy for timeout and retransmission has been the main issue to
improve the TCP performance [24].

When delivering a large amount of data, a sender should
decide the transfer speed based on the receiver’s buffer sta-
tus and packet loss to avoid network congestion. Slow start
is the procedure that can control the amount of data in-transit
between the sender and the receiver. It controls the rate that
new packets are transferred into the network based on the rate
of returned acknowledgments from the receiver. The slow
start mechanism counts on the sliding window and conges-
tion window operations. The sliding window mechanism al-
lows the sender to transmit multiple packets before it stops
and waits for an acknowledgment. If a connection is estab-
lished, the sending host transmits data to the receiving host.
The receiver acknowledges with advertisement of its receiv-
ing window size that allows the amount of data the sender can
transmit. After the acknowledgment is received, the sender
can send additional segments limited by the advertised win-
dow size of the receiver. Besides, a TCP sender manages its
data transfer rate by using the congestion window (cwnd).
When a new TCP connection is established, cwnd is set to
one segment. Each time an ACK is received, the congestion
window is increased by one segment. This phase is known as
slow start. Therefore, the sender can transmit up to the min-
imum of the congestion window and the advertised window
from the receiver.

If a packet gets lost because of packet damages in transit
or network congestion, TCP flow control or TCP congestion
control algorithms will be activated. Congestion avoidance
algorithm is a way to take care of lost packets. Congestion
avoidance algorithm operates with slow start by maintaining
the congestion window size and the slow start threshold size.
If a segment is not acknowledged within some retransmission
time out (RTO) interval, TCP performs retransmission to as-
sure a reliable data delivery. If congestion occurs and RTO
is expired, TCP assumes that a segment has been lost, it sets
the congestion window size to one segment and the slow start
threshold as one-half of the current window (but at least two
segments). When a new data segment is acknowledged by
the receiver, either slow start or congestion avoidance is per-
formed. If the congestion window is less than or equal to the
slow start threshold, the slow start is triggered and increase
the congestion window exponentially. Otherwise, congestion
avoidance is triggered and the congestion window (cwnd) is
increased by 1/cwnd. Slow start continues until the conges-
tion window arrives at the slow start threshold size. This is

known as the congestion avoidance phase. If the same seg-
ment is lost consecutively, a backoff procedure is invoked,
and the RTO is doubled after each retransmission.

If a packet loss is detected, TCP slow start and congestion
avoidance are performed, which may degrade the end-to-end
throughput severely. To overcome this performance degra-
dation, fast retransmit and fast recovery have been proposed
to speed up the recovery of the connection. Fast retransmit
and fast recovery detect a segment loss by monitoring dupli-
cate acknowledgments. When a segment is lost, TCP at the
receiver will keep sending ACK segments indicating the next
expected sequence number corresponding to the lost segment.
The reception of three or more duplicate ACKs is a strong
indication that a segment has been lost. Then, TCP fast re-
transmit mechanism carries out retransmission of the missing
segment even before the retransmission timer expires. If only
one or two packets are lost and there is still normal data flows
between the two hosts, it is not necessary to reduce the trans-
mission rate rapidly by using slow start. Therefore, fast re-
covery mechanism performs congestion avoidance instead of
slow start, after a fast retransmit of the missing segment.

2.2.2. User datagram protocol (UDP)
User datagram protocol (UDP) is defined as a datagram mode
of packet-switched computer communication and is a sim-
ple, datagram-oriented, connectionless, transport layer pro-
tocol [24]. UDP protocol is used in conjunction with inter-
net protocol (IP) used in the network layer, and performs a
procedure for application programs to send messages with a
minimum overhead of the protocol mechanism. UDP is trans-
action oriented, and delivery and duplicate protection are not
assured. That is, it sends out the datagrams, but there is no
guarantee that they ever reach the receiver. However, a lot
of applications are better supported by using UDP because
of no connection establishment, small packet overhead, and
unfettered transmission rate. UDP encapsulates raw IP data-
grams and sends them without having to establishing a con-
nection. Many client–server applications that have one re-
quest and one response are much better suited for UDP rather
than connection-oriented TCP. Under UDP, the application is
communicating almost directly with IP. UDP takes data pack-
ets from application process, attaches source and destination
port number fields for the multiplexing/demultiplexing ser-
vice, and passes the resultant segment to the network layer.
The network layer encapsulates the segment into an IP data-
gram and then transfers the segment to the receiving host. If
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the segment reaches the receiving host, UDP delivers the data
in the segment to the corresponding application process [24].

3. Fast collision resolution

Two major factors affecting the throughput performance in
the IEEE 802.11 MAC protocol are transmission failures (we
only consider failures due to packet collisions) and the idle
slots due to backoff, which are shown in figure 1. Under high
traffic load (i.e., all M stations always have packets to trans-
mit) and under some ergodicity assumption, we can obtain the
following expression for the throughput (for example, based
on figure 1, we can examine one transmission cycle) [4,6]:

ρ = m
(
E[Nc]

(
E[Bc] · ts + m + DIFS

)

+(
E[Bc] · ts + m + SIFS + ACK + DIFS

))−1
, (2)

where E[Nc] is the average number of collisions in a vir-
tual transmission time (or a virtual transmission cycle), E[Bc]
is the average number of idle slots resulting from backoff
for each contention period, ts is the length of a slot (i.e.,
aSlotTime), and m is the average packet length.

From this result, we can see that the best scenario in fig-
ure 1, which gives the maximum throughput, would be the
following: a successful packet transmission must be followed
by another packet transmission without any overheads, in
which case, E[Nc] = 0, E[Bc] = 0, the throughput would
be

ρbest = m

( m + SIFS + ACK + DIFS)
. (3)

This can be achieved only when a perfect scheduling is pro-
vided with an imaginable helping hand. In such a scenario,
each station shall have the probability of packet transmission,
ptrans(i), at each contention period as follows:

ptrans(i) =




1, if station i transmits its packet at
current contention period,

0, otherwise.
(4)

Suppose that under some contention-based random back-
off schemes, we could assume that the backoff timer is chosen
randomly, then the probability of packet transmission for sta-
tion i during the current contention period would depend on
the backoff timer:

ptrans(i) = 1

Bi + 1
, (5)

where Bi is the backoff timer of station i. From this equa-
tion, (4) can be achieved only if

Bi =




0, if station i transmits its packet at
current contention period,

∞, otherwise.
(6)

This can be interpreted as that station i has the probability of
packet transmission of 1 at current contention period when it

has backoff timer is zero while station i has the backoff timer
∞ when others are transmitting.

Thus, we conclude that if we could develop a contention-
based MAC algorithm, which assigns a backoff timer 0 to
the station in transmission while assigns all other stations’
backoff timers ∞ for each contention period, then we could
achieve the perfect scheduling, leading to the maximum
throughput. Unfortunately, such a contention-based MAC al-
gorithm does not exist in practice. However, this does provide
us the basic idea how to improve the throughput performance
in the MAC protocol design. We can use the operational char-
acteristics of the perfect scheduling to design more efficient
contention-based MAC algorithm. One way to do so is to
design an MAC protocol to approximate the behavior of per-
fect scheduling. Whenever a node is in successful transmis-
sions, a significantly smaller backoff timer is chosen while
other nodes should choose much significantly large backoff
timers to have the 0–∞ effect. To avoid the dominance of the
medium by one single node, the time of successive use of the
medium by one single node is limited to address the fairness
issue. To reduce the number of idle slots due to the fact that
the node in transmission does not have enough packets while
other nodes may have large backoff timers, we introduce a
fast backoff timer reduction algorithm into the FCR.

From such intuitive arguments, we conclude that to achieve
high throughput with good fairness, the MAC protocol should
have the following operational characteristics:

1. Small random backoff timer for the station which has suc-
cessfully transmitted a packet at current contention cycle.
This will decrease the average number of idle slots for
each contention period, E[Bc] in (2).

2. Large random backoff timer for stations that are deferred
their packet transmissions at current contention period.
The deferred station means a station which has non-zero
backoff timers. Large random backoff timers for deferred
stations will decrease the collision probability at sub-
sequent contention periods (and avoid future collisions
more effectively).

3. Fast change of random backoff timer according to its cur-
rent state: transmitting or deferring. When a station
transmits a packet successfully, its random backoff timer
should be set small. The net effect of this operation is
that whenever a station sizes the channel, it will use the
medium as long as possible to increase the useful trans-
missions. When the station is deferred, its random back-
off timers should be as large as possible to avoid the fu-
ture collisions. The net effect is that all deferred stations
will give the successful station more time to finish the
back-logged packets. When a deferred station detects the
medium is idle for a fixed number of slots, it would con-
clude that no other stations are transmitting, and hence
it will reduce the backoff timers exponentially to reduce
the average idle slots.

4. Limit the successive transmissions by any node. One
way to achieve this is to set an upper bound on the num-



PERFORMANCE ANALYSIS FOR A NEW MEDIUM ACCESS CONTROL PROTOCOL 523

ber of packets successively transmitted without any fail-
ures. Whenever a node reaches its limit, it will pick up
the maximum contention window size and regenerate the
backoff timer.

3.1. Fast collision resolution (FCR) algorithm

As we pointed out, the major deficiency of the IEEE 802.11
MAC protocol comes from the slow collision resolution as the
number of active stations increases. An active station can be
in two modes at each contention period, namely, the transmit-
ting mode when it wins a contention and the deferring mode
when it loses a contention. When a station transmits a packet,
the outcome is either one of the two cases: a successful packet
transmission or a collision. Therefore, a station will be in
one of the following three states at each contention period:
a successful packet transmission state, a collision state, and
a deferred state. In most distributed contention-based MAC
algorithms, there is no change in the contention window size
for the deferring stations, and the backoff timer will decrease
by one slot whenever an idle slot is detected. In the proposed
fast collision resolution (FCR) algorithm, we will change the
contention window size for the deferring stations and regen-
erate the backoff timers for all potential transmitting stations
to actively avoid “future” potential collisions, in this way, we
can resolve possible packet collisions quickly. More impor-
tantly, the proposed algorithm preserves the simplicity for im-
plementation like the IEEE 802.11 MAC.

The FCR algorithm, similar to the operations in IEEE
802.11 binary backoff collision resolution algorithm, has the
following salient characteristics:

1. Use much smaller initial (minimum) contention window
size min CW than the IEEE 802.11 MAC.

2. Use much larger maximum contention window size
max CW than the IEEE 802.11 MAC.

3. Increase the contention window size of a station when it
is in both collision state and deferring state.

4. Reduce the backoff timers exponentially fast when a pre-
fixed number of consecutive idle slots are detected.

5. Assign the maximum successive packet transmission
limit to keep fairness in serving users.

Items 1 and 4 attempt to reduce the average number of
idle backoff slots for each contention period (E[Bc]) in (2).
Items 2 and 3 are used to quickly increase the backoff
timers, hence quickly decrease the probability of collisions. In
item 3, the FCR algorithm has the major difference from other
contention-based MAC protocols such as the IEEE 802.11
MAC. In the IEEE 802.11 MAC, the contention window size
of a station is increased only when it experiences a transmis-
sion failure (i.e., a collision) or senses a busy medium at initial
access. In the FCR algorithm, the contention window size of
a station increases not only when it experiences a collision but
also when it is in the deferring mode and senses the start of a
new busy period. Therefore, all stations which have packets to

transmit (including those which are deferred due to backoff)
will change their contention window sizes at each contention
period in the FCR algorithm. Item 5 is used to avoid the situ-
ation that a station dominates packet transmissions for a long
period. If a station has performed successive packet transmis-
sions of the maximum successive packet transmission limit,
it changes its contention window size to the maximum value
(max CW) to give opportunities for medium access to other
stations.

The detailed FCR algorithm is described as follows ac-
cording to the state a station is in:

1. Backoff procedure. All active stations will monitor the
medium. If a station senses the medium idle for a slot,
then it will decrement its backoff time (BT) by a slot
time, i.e., BTnew = BTold − aSlotTime (or the backoff
timer is decreased by one unit in terms of slot). When
its backoff tinier reaches to zero, the station will trans-
mit a packet. If there are (min CW + 1) · 2 − 1 consec-
utive idle slots being detected, its backoff timer should
be decreased much faster (say, exponentially fast), i.e.,
BTnew = BTold − BTold/2 = BTold/2 (if BTnew <

aSlotTime, then BTnew = 0) or the backoff timer is de-
creased by a half. For example, if a station has the
backoff timer 2047, hence its backoff time is BT =
2047·aSlotTime, which will be decreased by a slot time at
each idle slot until the backoff timer reaches 2040 (we as-
sume that (min CW+1)·2−1 = 7 or min CW = 3). After
then, if the idle slots continue, the backoff timer will be
decreased by one half, i.e., BTnew = BTold/2 at each ad-
ditional idle slot until either it reaches to zero or it senses
a non-idle slot, whichever comes first. As an illustration,
after 7 idle slots, we will have BT = 1020 · aSlotTime on
the 8th idle slot, BT = 510·aSlotTime on the 9th idle slot,
BT = 255·aSlotTime on the 10th idle slot, and so on until
it either reaches to zero or detects a non-idle slot. There-
fore, the wasted idle backoff time is guaranteed to be less
than or equal to 18 · aSlotTime for above scenario. The
net effect is that the unnecessary wasted idle backoff time
will be reduced when a station, which has just performed
a successful packet transmission, runs out of packets for
transmission or reaches its maximum successive packet
transmission limit.

2. Transmission failure (packet collision). If a station no-
tices that its packet transmission has failed possibly due
to packet collision (i.e., it fails to receive an acknowl-
edgment from the intended receiving station), the con-
tention window size of the station will be increased and a
random backoff time (BT) will be chosen, i.e., CW =
min(max CW, CW · 2), BT = uniform(0, CW − 1) ·
aSlotTime, where uniform(a, b) indicates a number ran-
domly drawn from the uniform distribution between a

and b and CW is the current contention window size.

3. Successful packet transmission. If a station has finished a
successful packet transmission, then its contention win-
dow size will be reduced to the initial (minimum) con-
tention window size min CW and a random backoff time
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value will be chosen accordingly, i.e., CW = min CW ,
BT = uniform(0, CW−1)·aSlotTime. If a station has per-
formed successive packet transmissions which reaches
the maximum successive transmission limit (or larger),
then its contention window size will be increased to the
maximum contention window size max CW and a ran-
dom backoff time value will be chosen as follows: CW =
max CW , BT = uniform(0, CW − 1) · aSlotTime.

4. Deferring state. For a station which is in deferring state,
whenever it detects the start of a new busy period, which
indicates either a collision or a packet transmission in the
medium, the station will increase its contention window
size and pick a new random backoff time BT as follows:
CW = min(max CW, CW · 2), BT = uniform(0, CW
− 1) · aSlotTime.

In the FCR algorithm, the station that has successfully
transmitted a packet will have the minimum contention win-
dow size and smaller backoff timer, hence it will have a higher
probability to gain access of the medium, while other stations
have relatively larger contention window size and larger back-
off timers. After a number of successful packet transmissions
for one station, another station may win a contention and this
new station will then have higher probability to gain access of
the medium for a period of time.

We remark our scheme FCR bears some similarity to the
opportunistic scheduling developed in the literature where
transmissions adapts to the channel condition (see [22] and
references therein): when the physical channel is good, more
data will be transmitted with higher speed. For example,
in [22], upon detecting a good channel, the transmitter will
change the modulation rate so that more packets can be trans-
mitted during the reserved time period secured by the Net-
work Allocation Vector (NAV), which will obviously increase
the throughput without affecting other node transmissions.
The integration of this idea with our proposed scheme will
be investigated in the future.

4. Performance evaluation

In this section, we present the simulation studies for the pro-
posed fast collision resolution (FCR) algorithm and the IEEE
802.11 MAC protocol in a wireless LAN based on direct se-
quence spread spectrum (DSSS) technologies. The parame-
ters used in the simulations are shown in table 1, which are
based on the IEEE 802.11b network configurations [15]. The

Table 1
Network configuration.

Parameter Value

SIFS 10 µs
DIFS 50 µs
A slot time 20 µs
aPreambleLength 144 bits
aPLCPHeaderLength 48 bits
Bit rate 2, 11 Mbps

transmission rates for data and ACK frame are 11 Mbps and
2 Mbps, respectively. We evaluate the performance of the pro-
posed FCR algorithm on both MAC layer and transport layer.

We first assume that the best-effort data packets are always
available at all stations (i.e., in the saturated state) as com-
monly used in most performance study. In the simulations,
the packet lengths for the best-effort data packets are geomet-
rically distributed with parameter q [6]:

P [PacketLength = islots] = qi−1(1 − q), i � 1.

Thus, the average transmission time for a packet (the average
packet length) is given by:

m = ts

1 − q
(µs)

where ts is the slot time, i.e., ts = aSlotTime.
In our study, we assign the maximum successive packet

transmission limit of the FCR algorithm as 10. All simula-
tions run for 100 seconds simulation time.

We first study the performance on the MAC layer. Fig-
ures 2(a)–2(c) show the throughput results for the IEEE
802.11 MAC and FCR for 10, 50, and 100 contending sta-
tions, where the average transmission time for a packet (i.e.,
the average packet length) changes from 10 slots (q = 0.9)

to 100 slots (q = 0.99). The IEEE 802.11 MAC algorithm
shows very poor throughput performance as the number of
stations increases. The main reason is that the probability
of collisions becomes higher as the number of stations be-
comes larger. In the FCR algorithm, all stations except the
one with successful packet transmission will increase their
contention window size whenever the system has either a suc-
cessful packet transmission or has a collision. This implies
that all stations can quickly obtain the proper contention win-
dow size to prevent future collisions, consequently the prob-
ability of collisions will be decreased to quite small values.
At the same time, a station with a successful packet transmis-
sion has the minimum contention window size of 3, which
is much smaller than the minimum contention window size
in the IEEE 802.11 MAC algorithm (min CW = 31). This
will reduce the wasted medium idle time to a much smaller
value when compared to the IEEE 802.11 MAC algorithm. In
figures 2(a)–2(c), we can see that the FCR algorithm signif-
icantly improve the throughput performance over the IEEE
802.11 MAC algorithm. Moreover, the throughput perfor-
mance of the FCR algorithm are not degraded much as the
number of stations increases because of the highly efficient
collision resolution strategy.

Next, we investigate the performance of both algorithms
(IEEE 802.11 MAC and FCR) when the network load varies.
This is important because an MAC protocol works well at sat-
urated situation may not work well in less loaded scenarios.
Figure 3 shows, respectively, the throughput vs. the offered
load for the IEEE 802.11 MAC and the FCR algorithm for
10, 50, 100 stations with the average packet transmission time
(i.e., the average packet length) of 40 slots (i.e., q = 0.975).
We use a traffic generator with Poisson distribution to provide
the offered load in this simulation. The normalized aggregate



PERFORMANCE ANALYSIS FOR A NEW MEDIUM ACCESS CONTROL PROTOCOL 525

(a)

(b)

(c)

Figure 2. Throughput for various number of stations. (a) 10 BE data stations.
(b) 50 BE data stations. (c) 100 BE data stations.

throughput is shown vs. the offer load. From figure 3, we
can see that the FCR algorithm also performs very efficiently
under light load conditions while providing high throughput
as network load increases, and the number of stations hardly
affects the performance of the FCR algorithm. This is due
to the fact that the FCR incorporates the dynamic nature of
medium access: adapt the medium access to the status of the
medium. For the IEEE 802.11 MAC, the throughput perfor-
mance is severely affected by the traffic load and the number
of stations in the wireless LANs.

Figure 3. Throughput vs. offered load.

To show our FCR does resolve collisions faster than the
IEEE 802.11 MAC does, we carry out the analysis for the
packet delay for the IEEE 802.11 MAC and the FCR algo-
rithm with the average transmission time for a packet (i.e., the
average packet length) of 40 slots (q = 0.975). The packet
delay here is the time period from the time when a packet ar-
rives from the higher layer to the MAC layer to the time it is
successfully transmitted to the intended receiving station. It
does not take any queueing delay as a station will not gener-
ate another packet until the current packet has been success-
fully transmitted. Figure 4(a) shows the average delay for the
IEEE 802.11 MAC and the FCR algorithm for 10, 50, and 100
stations, respectively. Figures 4(b) and 4(c) show the packet
delay distributions for 10 and 100 stations, respectively. We
have not applied the limitation on the number of retries in this
simulation for simplicity. In figure 4(b), the FCR algorithm
transmits 91% of all packets successfully within 10 ms while
the remaining 9% packets spread over 10 ms to over 600 ms in
delay. However, the IEEE 802.11 MAC transmits 62% pack-
ets within 10 ms, 21% packets in the range from 10 ms to
20 ms, 7% packets in the range from 20 ms to 30 ms, and
so on. In figure 4(c), the FCR algorithm transmits 88% of
all packets successfully within 10 ms, while the IEEE 802.11
MAC transmits only 18% packets within 10 ms, 16% packets
in the range from 10 ms to 20 ms, 12% packets in the range
from 20 ms to 30 ms, and so on. In the simulation results
for the packet delay, it is clear that the FCR algorithm trans-
mits most packets successfully within pretty short time, while
the IEEE 802.11 MAC transmits packets in much longer time
due to collisions, which indeed shows that the FCR algorithm
does resolve collision much faster than the IEEE 802.11 MAC
algorithm does.

Next, we study the performance on the transport layer. It is
well known that the TCP performance degrades significantly
in the wireless environments due to the physical layer [27].
Recently, the effect of MAC protocol on the transport layer
performance in wireless LANs has also received intensive at-
tention in the last few years [27,28]. Thus, it is also interest-
ing how our proposed FCR performs on the transport layer.
In our simulation study, we use the GloMoSim network sim-
ulator [1]. We check the performance results on the transport
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(a)

(b)

(c)

Figure 4. Delay performance results. (a) Average delay. (b) Delay distribu-
tion for 10 stations. (c) Delay distribution for 100 stations.

layer by using different MAC layer protocols: IEEE 802.11
and FCR. In figure 5, the throughput and fairness index for
TCP and UDP connections are shown. The throughput, fair-
ness and packet delivery ratio for the general voice traffic are
shown in figure 6. In figures 5(a) and 5(b), the throughput
and fairness results are shown for various number of FTP
connections (10, 50, and 100). All FTP connections con-
tinuously send, from source stations to destination stations,
data packets with 1460 bytes, and the simulation time is 100
seconds. The FCR algorithm improves the throughput of FTP
connections about 15–35% compared to the result of the IEEE
802.11 MAC.

(a)

(b)

(c)

(d)

Figure 5. Throughput results on transport layer. (a) Throughput result for
FTP traffic sources. (b) Fairness Index for FTP traffic sources. (c) Through-
put result for bursty CBR traffic sources. (d) Fairness Index for bursty CBR
traffic sources.
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(a)

(b)

(c)

Figure 6. Performance results on voice CBR traffic. (a) Throughput result for
voice traffic sources. (b) Fairness Index for voice traffic sources. (c) Packet
delivery ratio.

The Jain’s fairness index [17] is used to evaluate the degree
of fairness for each algorithm, which is defined as follows:

FairnessIndex = (
∑

f Tf /φf )2

n
∑

f (Tf /φf )2
, (7)

where n is the number of flows, Tf is the throughput of flow
f , φf is the weight of flow f . Given the proportional share
φf of the medium access, the higher the index, the better in
terms of fairness. Since in our scenario, all nodes are treated

equal, hence we can choose φf = 1. It can be shown by
Cauchy–Schwartz’s inequality that FairnessIndex � 1, and
the equality holds if and only if all nodes have the same
throughput. Thus, the intuition behind this index is that the
higher the fairness index (i.e., closer to 1), the better in terms
of fairness. From figure 5, we observe that the FCR algo-
rithm keeps a high level of fairness while the fairness of the
IEEE 802.11 MAC is poor as the number of FTP connections
increases.

Figures 5(c) and 5(d) show the throughput and fairness re-
sults for bursty CBR stations with the UDP operation. CBR
stations generate 1460 byte packets at every 1 ms. The per-
formance results of the UDP operation for bursty CBR traffic
show similar pattern to those of the TCP operation for FTP
connections. In figures 6(a)–6(c), the throughput, fairness
and packet delivery ratio are shown for voice traffic stations
(32 Kbps CBR traffic) as the number of stations increases up
to 100 stations. The overhead come from the contention pro-
cedure of the large number of voice stations with small size of
voice packets (120 byte payload) result in the low throughput
of figure 6(a).

In figures 5 and 6, we observe that the FCR algorithm im-
proves the performance (aggregate throughput, fairness, and
packet delivery ratio) of the transport layer compared to the
IEEE 802.11 MAC. This means the proposed FCR algorithm
supports well the transport layer protocols such as TCP and
UDP. From this simulation study, we can see that the effi-
cient collision resolution scheme in the FCR algorithm can
also significantly improve the performance at higher layers.

Finally, we observe that we have taken multiple features
into our new protocol FCR: assigning smaller minimum con-
tention window size for nodes with successful transmissions,
active backoff for deferring nodes, and fast decrease for back-
off timer count-down. One interesting question is how each
factor affects the performance. More elaborative evaluation
of this new protocol will be investigated in the future.

5. Conclusions

In this paper, we present a new contention-based medium
access control algorithms, namely, the fast collision resolu-
tion (FCR) algorithm. The FCR algorithm can achieve high
throughput performance while preserving the implementation
simplicity in wireless local area networks. In the FCR algo-
rithm, each station changes the contention window size upon
both successful packet transmissions and collisions (i.e., upon
detecting a start of busy period) for all active stations in or-
der to redistribute the backoff timers to actively avoid po-
tential future collisions. Due to this operation, each station
can quickly resolve collisions. Other ideas we incorporate in
the FCR are using much smaller minimum contention win-
dow size compared to the IEEE 802.11 MAC, and faster de-
crease of backoff timers after detecting a number of idle slots.
These changes could reduce the average number of idle slots
in each contention cycle, which contributes to the through-
put improvement. To show the effectiveness of FCR in co-
operation with the transport layer protocols such as TCP and
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UDP, extensive simulation studies are performed for through-
put, fairness, delay distribution and packet delivery ratio on
the transport layer as well as MAC layer. The simulation
results show that the proposed FCR algorithm gives signifi-
cant performance improvement over the IEEE 802.11 MAC
algorithm, and support the transport layer protocols with high
efficiency.
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