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Abstract— A critical challenge in ultra-wideband (UWB) sys-
tem design is that a receiver usually needs tens of micro-seconds
or even tens of milliseconds to synchronize with transmitted
signals, known as timing acquisition problem. Such a long
synchronization time will cause significant overhead, since the
data rate of UWB systems is expected to be very high. In this
paper, we address the timing acquisition problem at the medium
access control (MAC) layer, and propose a general framework
for medium access control in UWB systems; in this framework,
a transmitting node can aggregate multiple upper-layer packets
into a larger burst frame at the MAC layer. Furthermore, we
design an MAC protocol based on the framework, and analyze
its saturation throughput performance. Compared to sending
each upper-layer packet individually, which is a typical situation
in exiting MAC protocols, the proposed MAC can drastically
reduce the synchronization overhead. Numerical and simulation
results show that the proposed MAC can significantly improve
the performance of UWB networks, in terms of both throughput
and end-to-end delay.

I. INTRODUCTION

According to Federal Communications Commission (FCC),
an ultra-wideband (UWB) system is defined as any radio
system that has a 10-dB bandwidth larger than 20 percent
of its center frequency, or has a 10-dB bandwidth equal to
or larger than 500 MHz [1]. To enable the deployment of
UWB systems, FCC allocated an unlicensed frequency band
3.1—10.6 GHz for indoor or hand-held UWB communication
systems [1].

In the past few years, UWB communication has received
considerable attention in both academia and industry. Com-
pared to traditional narrow band systems, UWB can provide
high data rate (> 100 Mb/s) with very low-power emission
(less than —41 dBm/MHz) in a short range. In addition,
UWB can also support multiple access. These features make
UWB particularly suitable for wireless personal area net-
work (WPAN) applications. Currently, IEEE 802.15.3 working
group is studying the use of UWB as an alternative physical
layer technique. Several implementation schemes have been
proposed recently [2], [3], and extensive research has been
conducted.

Despite the salient features, to successfully implement a
UWRB system, a number of challenges must be addressed [4],
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[5]. One of the critical issues is timing acquisition [4], [6],
[7], which is a process of synchronizing the receiver’s clock
with the transmitter’s clock so that the receiver can determine
the boundary between two transmitted symbols. In practice,
timing acquisition is usually performed by sending a preamble
before information bits [2], [3]. Depending on the receiver
design, the duration of a preamble varies from tens of micro-
seconds to tens of milliseconds [8]. Evidently, for high data
rate applications, the overhead of preambles will significantly
reduce the efficiency of UWB networks [4].

Existing works that consider the timing synchronization
issue in UWB MAC layer design include [9], [10]. In [9], the
authors assumed that the UWB network can provide multiple
channels through different time-hopping (TH) codes. One of
the TH codes is used for a control channel while all the rest
are used for data channels; in addition, carrier-sensing multiple
access/collision avoidance (CSMA/CA) based MAC protocols
were employed to resolve collision in the control channel.
To reduce the timing synchronization overhead, [9] proposed
a link maintenance scheme in which the data channel is
maintained by transmitting low-rate control packets when there
is no data packet to transmit. Although the link maintenance
scheme achieves good performance in the simulation, there are
still some critical issues unclear in [9]. One of the potential
problems is that the link maintenance scheme will increase
the transmission time of the transmitter, thereby reducing the
battery life and introducing extra interference. In [10], the
authors studied the impact of long synchronization time on
the performance of CSMA/CA and TDMA schemes used in
UWB networks. However, the paper did not provide solutions
to mitigate the timing acquisition problem.

In this paper, we propose a framework for UWB medium
access control to mitigate the timing acquisition problem. The
main idea of our framework is to assemble multiple upper-
layer packets into one burst frame at the MAC layer. In
contrast to the traditional approach, under which each upper-
layer packet is delivered individually, transmitting multiple
upper-layer packets in one frame will significantly reduce the
synchronization overhead.

Our framework consists of five major components. The first
component is a packet classification policy that determines
how to classify incoming upper-layer packets according to
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their destination and quality of service (QoS) requirements.
The second component is a buffer management policy that
provides QoS and/or fairness among different flows. The
third component is a packet assembly policy that dictates
how to assemble packets into a burst frame, which should
take into account synchronization overhead, physical layer
constraints, QoS, and fairness among different nodes. The
fourth component is an acknowledgement policy that specifies
the acknowledgement procedure at the receiver side. The last
component is a packet error control policy, which describes
the method to mitigate packet errors.

Based on the proposed framework, we design an MAC
protocol and analyze its saturation throughput performance.
Extensive simulation and analysis results show that, compared
to sending each upper-layer packet individually, which is a typ-
ical situation in exiting MAC protocols, the proposed scheme
can significantly improve throughput and delay performance
of a UWB network under different data rates and different bit
error rates.

The rest of the paper is organized as follows. In Sec-
tion II, we first present a general framework for medium
access control in UWB networks, and then design an MAC
protocol based on the framework. In Section III, we analyze
the saturation throughput performance of the MAC protocol.
Extensive simulation and numerical results will be shown in
Section IV. Finally, Section V concludes the paper.

II. A FRAMEWORK FOR UWB MAC

In this section, we present a novel framework for medium
access control in UWB networks. The key idea of this frame-
work is that a transmitting node can aggregate multiple upper-
layer packets into a burst at the MAC layer and transmit the
burst to a destination node. In this manner, the overhead of
timing synchronization is reduced. In this paper, we focus
on the MAC design for single-hop, single channel UWB
networks, and leave multi-hop and/or multi-channel UWB
networking for future study.

The rest of this section is organized as follows. Section II-A
presents our general framework for UWB MAC while Sec-
tion II-B describes an MAC protocol based on the framework.

A. A General Framework for UWB MAC

In this section, we describe a general framework for
the UWB MAC design. Our framework is based on the
CSMA/CA' MAC protocol, which is easier to be implemented
than TDMA in practice, and which is the basic MAC scheme
supported by both IEEE 802.11 and IEEE 802.15.3. In this
framework, besides a data frame and control frames such
as RTS, CTS, and ACK, we also define a new type of
frame, called burst frame. Unlike the existing data frame (in
IEEE 802.11 MAC) that contains only one upper-layer packet,
a burst frame may consist of multiple upper-layer packets, and
is transmitted as one unit. Next, we present our framework,
which consists of five major components as below.

! Although UWB signals in general do not have a “carrier”, a receiver must

be able to sense if the channel is busy. Such a requirement is defined as the
receiver CCA performance (2], [3].
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1) Packet Classification Policy: A packet classification pol-
icy specifies how to classify incoming upper-layer packets.
If the packet classification is based on both the destination
and the QoS class, then incoming upper-layer packets can
be classified and put into N x C queues, where N is the
total number of destinations including possible broadcast and
multicast addresses, and C' is the total number of QoS classes.

2) Buffer Management Policy: To provide QoS, each queue
may maintain its unique control parameters such as:

o The maximum number of packets in the queue;

o The maximum value of the total length of all packets in
the queue;

o The arrival time and expected departure deadline of each
packet.

With the above parameters, we can apply a buffer manage-
ment policy so as to achieve QoS requirements and/or fairness
among different flows.

3) Packet Assembly Policy: A packet assembly policy spec-
ifies how packets are assembled and how to schedule the pack-
ets in different queues while achieving the QoS requirements
and/or fairness among flows destined to different destinations,
which poses a major challenge in the UWB MAC design. In
general, an assembly policy can be determined based on one
or several of the following criteria:

e The maximum and minimum size of a burst frame
Given the maximum and minimum size of a burst frame
(in bits), denoted by L,,q; and L,,;,, respectively, an
assembly policy can determine when and how to assemble
a burst. For example, when the length of a queue (in bits)
is greater than or equal to L,,;,, a burst, the size of which
is not greater than L,,,,, Will be assembled. Note that
the size of a burst frame may be limited by constraints
such as the transmission/reception buffer size.

¢ The maximum and minimum number of packets in a burst
In addition to the size of a burst frame, the maximum and
minimum number of packets in a burst frame, denoted as
Binae and By, respectively, can also be specified.

o Delay constraints of packets
An assembly policy can be based on the delay constraints
of packets in the assembly queues. In addition, burst
assembly can be triggered by a combination of the
delay constraints of packets in assembly queues, the total
number and size of packets in assembly queues.

o Destinations of packets
An assembly policy can be based on the destinations of
packets to be assembled. Obviously, packets that have
the same destination can be assembled into a burst. In
addition, when a transmitter is sending data with an
omni-directional antenna, all neighbor nodes within the
transmission range are able to receive the transmission;
hence, by utilizing this feature, we can assemble packets
that have different destination addresses, which further
reduces the synchronization overhead.

4) Acknowledgement Policy: An acknowledgement policy
specifies the acknowledgement procedure at the receiver side.
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Depending on the packet assembly policy and the QoS re-
quirement of packets, the following policies can be selected.

o Acknowledgement for a burst frame with multiple desti-
nations
If all packets in a burst frame have the same destination,
then the acknowledgement procedure can be the same
as that of IEEE 802.11. However, if packets in a burst
frame have different destinations, then the MAC must be
re-designed.

o Acknowledgement for packets in a burst
If all the packets in a burst are destined to the same
receiver, only one acknowledgement for the whole burst
is required. However, the drawback of this scheme is that,
a single bit error of the burst may cause retransmission
of all the packets in the burst. To reduce the potential
overhead of retransmission, it may be desirable for the
receiver to indicate the delivery status of each packet in
a burst.

« Pipelining acknowledgement
In IEEE 802.11, a receiver acknowledges any unicast
packet that it has successfully received. To reduce the
overhead of timing synchronization, we can apply the
well-known pipelining acknowledgement scheme [11],
which has been widely used in communications networks
to improve the transmission efficiency in situations where
the round-trip transmission time is large. In this scheme,
instead of sending one ACK frame for each burst frame,
the receiver may defer the ACK till receiving a certain
number of burst frames [12].

o Piggyback acknowledgement
In the literature, piggyback acknowledgement is also
widely applied to reduce control overhead. The main ap-
proach of piggybacking is to transmit acknowledgement
information in a data frame, instead of generating an ACK
frame. Assuming an omni-directional antenna is used, the
acknowledgement can ride on any outgoing packet.

5) Packet Error Control Policy: To mitigate packet errors,

the following options could be chosen.

e Varying spreading factor
From the physical layer perspective, a UWB system can
vary the spreading factor in the DS code [2] to adapt to
the channel condition. Note that varying the spreading
factor changes the transmission data-rate [2].

o Channel coding

« ARQ

o Hybrid ARQ and channel coding

B. An MAC Protocol for UWB Networks

To evaluate the performance of the aforementioned frame-
work, we design a simple MAC protocol based on the frame-
work. In this protocol, we consider only one class of traffic
in the network. For buffer management, we use tail-dropping
when there is a buffer overflow. To assemble a burst frame,
we require that all the packets in a burst frame have the same
destination. Moreover, we assume that a burst frame will be
generated if the channel is idle and if the total number of
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packets in the queue is at least B,,;,. In addition, the number
of packets in a burst shall not exceed B,q,. A receiver will
send one ACK frame to the transmitter if a burst frame is
correctly received. An finally, for simplicity reason, we do not
use any error control scheme.

III. SATURATION THROUGHPUT ANALYSIS

In this section, we provide an analytical model to evaluate
the saturation throughput performance of the MAC scheme
proposed in Section II-B. Note that the proposed MAC keeps
all the frame structures and most of the control procedure
in IEEE 802.11. Using the Markov modelling technique in
[13], [14], we partition the continuous time axis into intervals
of length X (¢), where ¢ is the integer index of an interval;
two consecutive intervals are delimited by the event of a
value change in the backoff counter; then, we obtain a two-
dimensional discrete time embedded Markov chain with state
{s(t),b(t)}, where ¢ is discrete time index or the index of an
interval, b(t) is the value of the backoff counter at ¢, and s(t)
is the index of the backoff stage at ¢. To conduct the analysis,
we make the following assumptions:

e There are N identical nodes in an ad hoc network.

¢ Any two nodes in the network can directly communicate
with each other. In other words, we consider single-hop
scenario only.

o The physical-layer transmission rate for every message is
fixed at R (in bits/s).

« For any packet, the probability that its transmission is not
successful, is independent of the backoff stage s(t) and
has a fixed value p.

o After a packet is successfully delivered (i.e., the transmit-
ter receives a positive acknowledgement), or is discarded
after the maximum number of retries has been reached,
a node can assemble a new burst that has B,,,, packets.

« Bit errors can occur uniformly in the payload of an MAC
frame and the bit error rate is fixed at a value denoted
by €. The frame headers are assumed to be error free to
simplify the analysis.

o The effect of propagation delay is negligible. This as-
sumption is valid in a typical UWB WPAN scenario,
which has a communication range less than 10 m (corre-
sponding to 33 nanoseconds propagation delay).

Under the above assumptions, a 2-D embedded Markov
chain {s(t),b(t)} can be formulated. Let M be the maximum
index of backoff stages; or equivalently, the maximum number
of retries for a packet. Let W and 2% W denote the minimum
and maximum backoff window size, respectively. Then the
backoff window size at stage m can be defined as

-]

Define the steady state probability of state {s(t) =
m,b(t) =i} as

2MW m < K (1)
286W m > K;.

b, = tlim Pr[s(t) = m, b(t) = 1]. (2)

— 00
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2(1—2p)(1 — pM*t)

(1—=2p)(1 —pM+1) + W (1 —p)(1 - (2p)M+1)
2(1—2p)(1 — pM*1)

Pr =

m< K
3)
m> K

(1=2p)(1 = pM+1) + W(1 —p)(1 — (2p)5+1) + W2KpK+1L(1 — 2p)(1 — pM—FK)

With the 2-D Markov chain, we can derive a closed-form
solution for all b, ;. Let p, = Z%:o bm,0. Then, assuming
that a transmission is initiated if and only if ¢ = 0, we can
obtain the relationship between p, and p, characterized by
Eq. (3).

Since an successful packet delivery means that there is
no collision and all data bits are received correctly, we can
calculate p through

p=1—(1-p)" "' x(1-p) 4)

where p. denotes the probability that a burst transmission fails
due to bit errors.

Let B = B4, denote the total number of packets in a burst
frame and fp(n) denote the probability mass function of the
total size n (in bits) of B packets. Based on the assumption
that bit errors occurs uniformly, we can calculate p. by

pe=1=Y fo(n)(1—e" )
n=0

With 0 < p <1 and 0 < p, < 1, we can calculate p and
p, numerically through Eq. (4) and Eq. (3).
To calculate the saturation throughput, we define the fol-
lowing parameters
e S denotes the normalized throughput, which is defined
as the fraction of time that the channel is used to
successfully transmit data packets, i.e.,

_ E[correctly-received-payload transmission time]
E[X(®)]
« p; denotes the probability that there is at least one packet

transmission in an interval of length X (¢), which can be
calculated by

S

pe=1-(1-p)" (6)

e p, denotes the probability that there is only one packet
transmission in an interval of length X (¢), which can be
calculated by

ps = Np (1 —p,)N ™! (7)

o L% denotes the mean size of a successfully received burst,
which can be expressed with fg(n) as

oo

3= nfs(n)ps(1—e" ®)

n=0

« o denotes the length of a preset fixed time duration. When
there is no packet transmission, we have X(t) = o.
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In 802.11b direct sequence spread spectrum mode, o =
20ps.
o Ts = E[X(¢)|burst received without collision].
o T. = E[X(¢)|burst collision].
With the above parameters, we can calculate S by
L% /R
(1 =pi)o +psTs + (pr — ps)Te
We now discuss the calculation of 75 and 7, in Eq. (9).

Since the propagation delay can be ignored, we can obtain T’
for the basic access scheme by

Thasic 2Tsyne + Tsirs +Tprrs+

2Lpg + Ly + Lack + L
R

where T, denotes the synchronization time, Ts7rg denotes
the time duration of SIFS, Th;rs denotes the time duration
of DIFS, Lpy denotes the length of physical frame header in
bits (excluding the synchronization preamble), L, denotes
the length of MAC frame header in bits, L 4ok denotes the
length of ACK frame in bits, and Lp is the mean length of
the burst payload in bits, i.e.,

S:

©)

(10)

LB = Z nfB (n)
n=0
For the RTS/CTS access method, we have
2Lpyg + Lrrs + Lers

i (11)
where Lrrs and Lorgs denote the length of RTS and CTS
frame in bits.

Since the propagation delay is negligible, the ACK timeout
is same as EIFS, the length of which is given by

Tsrts = Tfasic + 2Tsync + 2T’SIFS +

Lpy + Lack
R
Hence, for the RTS/CTS scheme, T, is given by

2Lpyg + Lrrs + LoTs
R

Terrs = Tsirs +Tprrs + Teyne + (12)

T = 2Tsyne + Tsirs + Tprrs +
(13)
Next, we derive T, for the basic access scheme. Assume
there are J (J > 2) nodes transmitting in an interval of length
X (t). Denote n(k) the length of the burst sent by node k.
Denote 7,4, the maximum of n(k), for k = 1,---, J. Then
the conditional probability that 7n,,,, = n given there are J
nodes transmitting, denoted by ¢y, s, can be expressed by

n J n—1

qn|.] é Pr{nmaz = TL‘J} - [Z fB(l)‘| - lz fB(l)‘|
=0 =0

(14)

J
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TABLE I
SETTING OF THE MAC PROTOCOL.

minimum contention window size 8
maximum contention window size 256
o 2 us
SIFS 1 ps
DIFS 5 us
long retry limit 4
short retry limit 7
buffer size 50
Tsync 10 ps
packet size 1000 Bytes

Let LG = E[nmaq]- Then, we have

(]Dpi(l —p)N

Pt — Ps

(Zn : an> (15)
n=0

With L%, we can obtain 775 by
L% — Lp
R
IV. SIMULATION AND NUMERICAL RESULTS

chasic _ stasic + (16)

In this section, we evaluate the performance of the proposed
MAC protocol by simulation and numerical studies. Table I
gives the values of the control parameters used in the simula-
tion and numerical analysis.

We implement the proposed MAC protocol on the NS-
2 network simulator. Due to limited space, we only present
results under the following setting:

e All nodes are located in a 4 m x 4 m area.

o The physical-layer transmission rate, denoted by R, is the
same for all messages.

o Packet arrivals to any node are modelled by a Poisson
process with the same rate A. We further assume that the
total arrival rate of data (in bits/s or b/s) is equal to R.
In other words, we let the traffic load be 1 Erlang.

o Unless otherwise specified, we assume BER is 0.

o Unless otherwise specified, we assume that the RTS/CTS
scheme is used.

In this study, we focus on two major performance metrics:
throughput and average end-to-end delay. The throughput is
defined by the total number of successfully received bits
divided by the duration of a simulation run. For a given packet,
the end-to-end delay is the duration from the epoch that the
packet enters the buffer at the MAC layer to the epoch that
the packet is successfully received.

Fig. 1 shows the throughput and average end-to-end delay
vS. B,,.z for both the basic and the RTS/CTS scheme, with
R = 50 Mb/s and N = 10. The saturation throughput is
calculated by S x R, where S is computed by Eq. (9). We first
observe that the saturation throughput increases with B, .. for
both the basic and the RTS/CTS scheme. Specifically, if the
basic scheme is used, the saturation throughput of B4, = 10
is about 6 Mb/s larger than that for B, ., = 1; if the RTS/CTS
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Throughput (Mb/s)

RTS/CTS (Ana)

RTS/CTS (Sim, Bmin=1)

25 L RTS/CTS (Sim, Bmin=Bmax) —— |
Basic (Ana) -

Basic (Sim, Bmin=1) -—o--
) Basiq (Sim, I§min=Bmax)

,,,,,,,,
L

20 . .
1 2 3 4 5 6 7 8 9 10

Bmax
(a) Throughput

1000

T T T T T
RTS/CTS (Sim, Bmin=1) ——
RTS/CTS (Sim, Bmin=Bmax) ——
Basic (Sim, Bmin=1)

Basic (Sim, Bmin=Bmax)

,,,,,,,,

Delay (ms)

Bmax

(b) End-to-end delay

Fig. 1.
N =10)

Performance versus Bp,qr with different B,,;,, (R = 50 Mb/s,

scheme is used, the saturation throughput of B,,,, = 10 is
about 15 Mb/s larger than that for B,,,, = 1. In addition,
Fig. 1 (a) also shows that the RTS/CTS scheme outperforms
the basic scheme in terms of the saturation performance. For
the simulation, we compare the performance of two cases:
1) Bpin = 1 and 2) B,in = Byaz, When the load is 1
Erlang. We can see that, the throughput of the second case
always performs better than the first case. In addition, the
throughput of the second case can be accurately predicted by
the analysis (see Fig. 1(a)). From Fig. 1(b), we can observe
that the proposed MAC scheme can also significantly reduce
the average end-to-end delay, compared to the benchmark case
when B4, = 1. For the RTS/CTS scheme, setting B,,;,, =
Binaz = 10 can decrease the delay by more than 70 ms,
compared to the case when B,,,, = 1. Comparing case (1)
and (2), we note that the average end-to-end delay is reduced
if we assemble more packets into a burst.

Fig. 2 shows the throughput and average end-to-end delay
vs. the number of nodes N when R = 50 Mb/s. Here we
compare two cases: 1) Bpin = Bpae = 1 (benchmark) and
2) Biin = Bmaoe = 10. From Fig. 2(a), we observe that
the saturation throughput for case (2) is significantly higher
than that for the benchmark case. Specifically, the saturation
throughput for case (2) is 16 Mb/s larger than that for case (1)
when N = 20. In Fig. 2(b), we see that the average end-to-
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Delay (ms)

2 4 6 8 10 12 14 16 18 20

Number of Nodes

(b) End-to-end delay

Fig. 2. Performance versus the number of nodes (R = 50 Mb/s)

end delay for case (2) is smaller than that of case (1), which
implies that the assembly delay is not a major component of
the end-to-end delay in the saturated conditions.

Fig. 3 shows the throughput performance of the proposed
MAC under different BER conditions, where R = 100
Mb/s, N = 10, and B,,;n, = Bjez:. We observe that, the
saturation throughput for BER=10"7 is almost the same as
that for BER=0. As the BER increases to 10~%, the saturation
throughput is slightly reduced. A significant change occurs
when BER=1075, where we see that the throughput decreases
with the increase of Byqz if Bmaz > 3. Note that BER=10"°
will lead to a packet error rate of about 10% if the size
of the packet is 10000 bits. From Fig. 3, we see that the
proposed scheme performs better than the benchmark case
where B,,., = 1 even under BER > 0.

V. CONCLUSIONS

In this paper, we studied the MAC design issue in high
data rate UWB ad hoc networks. Our objective is to mitigate
the timing synchronization problem, which causes serious
performance degradation in UWB communication systems. To
address this problem, we proposed a general framework for
medium access control in UWB systems; under this frame-
work, a transmitting node can aggregate multiple upper-layer
packets into a larger burst frame at the MAC layer. In addition,
we designed an MAC protocol based on the framework,
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Throughput (Mb/s)

BER=1E-7 (Ana
BER=1E-7 (Sim
20 - BER=1E-6 (Ana) -
BER=1E-6 (Sim
BER=1E-5 (Ana
BER=1E-5 (Sim

1 2 3 4 5 6 7 8 9 10
Bmax

Fig. 3. Throughput performance versus By, q, With different BER (R = 100
Mb/s, N = 10, Bimin = Bmaz)

and analyzed its saturation throughput performance. Extensive
simulation and numerical results show that, compared to send-
ing each upper-layer packet individually, which is a typical
situation in exiting MAC protocols, the proposed MAC can
significantly improve throughput and delay performance of a
UWB network under different data rates and different bit error
rates.
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