
WIRELESS COMMUNICATIONS AND MOBILE COMPUTING
Wirel. Commun. Mob. Comput. 2006;6:347–355
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/wcm.400
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for securing sensor networks
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Summary

Conventional sensor networks name every node with an identifier from a one dimension name space that has no
meaning but identification function. However, it is much useful to let every node identifier carry more characteristics
of the node itself. This paper introduces the naming problem for sensor networks in the literature for the first time,
and proposes a location-based naming mechanism (LBN) for sensor networks, in which location information is
embedded into node identifier and acts as an inherent node characteristic to provide authentication service in local
access control. When LBN is enforced, the impacts of many attacks to sensor network topology can be limited in
a small area. A link layer authentication (LLA) scheme is also proposed to further decrease the impacts of those
attacks. Our LBN and LLA can be combined and act as an efficient solution against a wide range of attacks in sensor
networks. Copyright© 2006 John Wiley & Sons, Ltd.
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1. Introduction

Every node in a network has aname. We usually call it
identifier, because it helps us to identify each individ-
ual node. Besides identification function, the name may
tell us some useful information about the node, and the
information is much helpful in many network activities.
For example, in the social network, we may infer a per-
son’s family background from his last name, and the
IP address in the Internet consists of network identifier
and host identifier which are used in routing protocols.
However, if we deprive the name of those meaningful
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information, we need to assign every node some addi-
tional attributions to reflect those required information
in some scenarios, which means extra storage. Unfortu-
nately, current naming mechanism in sensor networks
gives us a bad example, in which every node’s identi-
fier is taken from a one dimension name space that has
no meaning but the identification function.

Obviously, it is more beneficial if every node’s
identifier reflects more information about itself. In this
paper, we propose alocation-based naming (LBN)
mechanism for sensor networks. The idea is to embed
some location information into node identifier (ID)
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and use the location information to facilitate many
applications in sensor networks. Particularly, the entire
network is divided into many cells, and each cell is
marked by acell index. All sensor nodes are deployed
in groups such that each cell is deployed with a group
of nodes. Hence, the nodes in one cell have the same
cell index. To distinguish each individual node in
one cell, each node is assigned anode index, which
is unique in the cell. In this way, each node ID has
two parts: the cell index that tells which cell in the
network the node resides, and the node index that acts
like the conventional identifier for the identification
of the node in the cell. Thus location information is
embedded into node IDs by the one-to-one mapping
between cell indices and the locations of cells.

This LBN mechanism may find many applications
in sensor networks, such as geographic routing, target
tracking, environment surveillance, etc. However, our
focus is the security applications in sensor networks.
Because it is embedded into node IDs, the location in-
formation may act like an inherent node characteristic
in stationary sensor networks, thus it can be used to pro-
vide authentication services in local access control [1].
For example, every node participates in the network
through a neighbor-to-neighbor communication mode,
so every node should accept the packets only from
the nodes in its neighborhood. The LBN mechanism
is pretty suitable in this scenario in that every node
may identify whether a packet comes from a neighbor
or another distant node based on the node ID in the
packet.

Many attacks in sensor networks try to raise havoc
by skewing network topology [2]. For example, a ma-
licious node may impersonate other normal nodes by
changing its node ID, thus cause severe topological
distortion leading to the failure of routing protocols.
However, by binding location information with node
IDs, LBN can be used to detect those topological dis-
tortions. When LBN is employed, a malicious node
can not change its ID into those in the cells far away
from its own cell, because the malicious node may be
detected if its ID does not belong to its own cell. How-
ever, the malicious node may still impersonate the IDs
in its neighborhood, because all IDs in one cell has
the same cell index. In this case, some neighborhood
authentication service should be applied to detect the
malicious node.

We make the following contributions in this paper:

(1) We introduce the naming problem for sensor net-
works in the literature for the first time;

(2) We propose a LBN mechanism and explore its se-
curity value for sensor networks;

(3) We propose a link layer authentication (LLA)
scheme, which incorporates LBN, to provide a
neighborhood authentication service;

(4) We will show that our LBN mechanism and LLA
scheme can be combined to provide an efficient
defense against many notorious attacks in sensor
networks.

The rest of this paper is organized as follows. In
Section 2, we propose the LBN to fulfill our idea on
network naming system. In Section 3, we describe the
LLA scheme, and show how it acts as a re-enforcement
of our LBN mechanism by providing neighborhood au-
thentication. We will discuss how our LBN mechanism
and LLA scheme can be combined to defend against
many notorious attacks in sensor networks in Section
4. Some discussions are given in Section 5, and con-
clusion and future work are given in Section 6.

2. Location-based Naming Mechanism

2.1. Location Determination

To utilize location information, it is the first require-
ment to acquire location information. Thelocation de-
termination is not a trivial task in stationary sensor
networks. It is infeasible to install every node with
a GPS system due to the desire for low price sensor
nodes. Though there are some post-deployment facil-
itating methods [1,3,4], they rely on the co-operation
between sensor nodes, which leads to a large amount
of communication overhead.

However, when a sensor network is deployed in
an area, some location information is knowna pri-
ori. Hence, if we deploy a group of nodes into an
area, we may preload the location information of the
area into the nodes’ memory. Thisa-priori location
information can be used in many scenarios such as
key management [5–9]. Due to deployment errors, the
a-priori location information is less precise than that
of posterior measurements, however, it obviates the
need to use expensive positioning devices and complex
distributed location determination algorithms, thus it
is pretty suitable for some applications in resource-
constrained sensor networks. In this paper, we uses
the course-graineda-priori location information to de-
velop a security scheme to defend against many attacks
to network topology.
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Fig. 1. A square cell deployment model.

Before deploying a group of sensor nodes, we should
decide which place the group should reside. Thus the
entire deployment area is divided into many adjacent
non-overlapping cells. Every cell is centered with ade-
ployment point. Based on specific deployment models,
the contour of cell may be square [5–7], hexagon [8],
or triangle [9]. For simplicity, square cell (Figure 1) is
used as an instance in this paper. However, other shapes
are still applicable with a few modifications.

Each group of nodes is intended to be deployed in a
pre-defined cell. Due to deployment errors, every node
will be deployed around the deployment point of its
cell according to some probability distribution func-
tion (PDF), such asGaussian distribution or Uniform
distribution. It is necessary to point out that the area
where the node resides does not necessarily have the
same shape as its cell. For example, the area where the
node resides may be a circle because of the centralized
Gaussian distribution while its cell is a square. How-
ever, we may improve deployment precision so that
the probability that a node resides out of its cell is very
small [8,9].

2.2. Location-Based Name

When the deployment model is defined, the location of
each deployment point is known. By associating each
group of nodes with a specific cell, we may know in
which cell of the network each node will reside. In a
large-scale sensor network, the coordinates of deploy-
ment points usually have length of several bytes. How-
ever, in current link layer protocols for sensor networks,
the node ID field length is usually less than 4 bytes. For
example, in TinyOS packet format, the node ID field
length is only 16 bits [10]. It is impossible to include the
location coordinates of deployment points directly into
node ID field in large-scale sensor networks. However,
our scheme does not rely on precise location informa-
tion, we only count on the relative location information
between sensor nodes. Hence, we tend to use indices.

cell index node index

MSB                                                     LSB

Fig. 2. Location-based name.

In our deployment model, each cell is marked with
a cell index, which is a pair of integers (i, j), wherei

is the row index andj is the column index. Thus, we
can identify each cell and its associated group of nodes
by cell index. The indices are not absolute location
coordinates, so they could be very small integers. With
this benefit, we may allocate several bits from the node
ID field for cell index, and the rest bits from the node
ID field asnode index in the associated cell. In this way
each node is identified by a pair(cell index, node index).
For example, we may allocate 10 bits from a 16-bit ID
field for cell index, and the rest of 6 bits for node index
(Figure 2). Then the maximum affordable network may
consist of cells of 32 rows and 32 columns, where each
cell contains 64 nodes, and the total number of nodes
is 65 536.

Only index can not provide more information other
than cell identification. What we care about is how the
indices describe the relationship between nodes. In our
deployment model, all cells are indexed according a
fixed order from top to right and from left to right such
that each cell index (i, j) acts like a coordinate in a two
dimensional plane (Figure 1). In other words, cell in-
dices are normalized coordinates of cells. Hence, the
indices reflect the spatial relationship between nodes.
By checking node ID fields in received packets, a node
may tell whether the sources of packets come from
its own cell or neighboring cells or other distant cells.
If we treat each node as a kind of resource, and the
packets reception by the node as a kind of resource ac-
cess, then the orderly naming mechanism may provide
an authentication service for the access control at link
layer. Because link layer communications run between
neighboring nodes and in our scheme the neighbors of
one node most likely come from its cell or neighboring
cells, every node should only accept the packets from
the nodes in its cell or neighboring cells, and deny the
packets from other distant cells.§ Obviously, our LBN
mechanism has its significance for securing sensor

§ Due to deployment errors, some nodes may accidently run
into distant cells other than its destined cell. Thus these nodes
may be precluded because they do not belong to the cells
where they reside. However, it is shown in References [5,8,9]
that this probability is very small. We could treat it as the
trade-off of the usage ofa-priori deployment knowledge.
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networks. An example is that most ID-spoofing attacks
may be defeated because of inherent location informa-
tion in node IDs. We will show in Section 5 that our
LBN mechanism may defend against a wide range of
attacks in sensor networks.

3. Link Layer Security

Sensor networks are vulnerable to malicious attacks
in unattended and hostile environments such as battle-
field surveillance and homeland security monitoring
[11,12]. Adversaries can easily eavesdrop messages
transmitted over the air between nodes, or disable
the entire network by launching physical attacks to
sensor nodes or logical attacks to communication
protocols [2,13]. Under such circumstances, security
services such as encryption and authentication are
indispensable for guaranteeing the proper operation of
sensor networks.

In the overall network security infrastructure, link
layer security is the basic tile, because all communi-
cations are established on the neighbor-to-neighbor
communication mode. A node should only accept the
packets from authenticated neighboring nodes. To es-
tablish trustiness between neighboring nodes, authen-
tication services at link layer are required. To prevent
eavesdropping attacks, two neighboring nodes need to
negotiate a shared key used for encryptions at the link
layer. Some proposals [5–9] use location information
in key management in sensor networks, which may be
used to establish link layer encryption keys. However,
they have not addressed the authentication problem.
Motivated by their work, we propose a LLA scheme in
this section, which incorporates the LBN mechanism
to provide a neighborhood authentication service.

Our LLA scheme consists two phases. The first
one is thebootstrapping phase (B-Phase), which is
the initial time period after network deployment. The
second is the normalcommunication phase (C-Phase)
during which nodes communicate normal packets to
fulfill kinds of applications.

In each phase, a two-step authentication is enforced.
The first step is theID-based authentication, in which
every node decides to accept or reject a packet by
checking the packet ID field according to LBN. The
second step is thekey-based authentication, in which
the two communicating nodes verify the IDs of each
other by the shared key between them. The underly-
ing techniques we use here aresomething inherent and
something known [14]. Something inherent means an
entity is authenticated by its inherent characteristic,

which is the location-based node ID in our scheme.
Something known means an entity is authenticated by
the secrets it knows, which are shared keys in our
scheme.

3.1. Establishing Shared Keys

We use t-degree bivariate polynomials to establish
shared keys between neighboring nodes. At-degree
bivariate polynomial is defined as

f (x, y) =
t∑

i=0

t∑

j=0

aijx
iyj (1)

over a finite fieldFq, where q is a prime that is
large enough to accommodate a cryptographic key.
By choosingaij = aji, we can havef (x, y) = f (y, x).
Assume that every sensor node has a unique, integer-
valued, non-zero ID in our LBN mechanism. For a
pair of nodesu and v whereu and v are node IDs,
we can assign apolynomial share f (u, y) to u and
another sharef (v, y) to v. By assigning polynomial
shares, we mean the coefficients of univariate polyno-
mialsf (u, y) andf (v, y) are loaded into nodeu’s and
v’s memory, respectively. To establish a shared key,
both nodes broadcast their IDs. Subsequently, nodeu

can computef (u, v) by evaluatingf (u, y) at y = v,
and nodev can as well computef (v, u) by evaluating
f (v, y) at y = u. Due to the polynomial symmetry, a
shared key between nodesu andv has been established
asKuv = f (u, v) = f (v, u). This shared key may be
used as the link layer key for authentication or encryp-
tion.

We use the method proposed in Reference [5] to pre-
distribute polynomials so that two nodes in the same
cell and neighboring cells hold shares of the same set of
polynomial(s).¶ Each cell is associated with a uniquet-
degree bivariate polynomial, and the nodes destined to
the cell are preloaded with shares of the corresponding
polynomial. Besides, the polynomial is also assigned
to the horizontal and the vertical neighboring cells. For
example, in Figure 1, the polynomial of cell (i, j) is
also assigned to cells (i, j − 1), (i, j + 1), (i − 1, j),
and (i + 1, j). Thus a node in cell (i, j) may establish

¶We have developed a more efficient scheme in [8,9] using
hexagon and triangle cells. It can also be used in LBN design
if we choose to use hexagon or triangle cells in place of square
cells.
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shared keys with nodes in it cells and all neighboring
cells. We refer readers to [5] for more technical details.

After the polynomials distribution, every pair of
nodes has a shared polynomials setP, which is used
to derive polynomial shares for the pair of nodes. The
setP is decided by the cell indices of the two nodes.
For two nodes in the same cell or neighboring cells,P
is non-empty, but for two nodes from two distant cells,
P is empty. It is different from [5] in that [5] requires
every node to keep the coordinates of its cell while
our scheme does not because the location information
is in the node ID field. So a node may know instantly
whether it has the shares of the same set of polynomials
as another node only from its node ID.

3.2. B-Phase Authentication

After deployment, the network is in the bootstrapping
phase. In this phase, a trustiness should be set up be-
tween nodes so that other high layer protocols may
begin to work on this trustworthy infrastructure. This
is achieved by B-phase authentication.

At very begin, every node broadcasts its node ID,
that is,

v → ∗ : < v >

to inform its neighbors its existence. In the schemes
[5–9], every node needs to broadcast both its cell coor-
dinates and its node ID to its neighbors. However, our
scheme is more efficient because the node ID has al-
ready included the corresponding location information.

When nodeu hears nodev, it first checks the cell
index field inv’s node ID. In LBN mechanism, the cell
index should be the same as that ofu or the one of the
neighboring cell indices which may be easily verified
because all cell indices are orderly sorted. If it is not
the case, the received IDv may be a spoofed value
from a malicious node, and nodeu just ignores node
v’s packets.

If the received IDv is acceptable, nodeu knows im-
mediately the shared polynomials setP with nodev.
Because nodeu and nodev have shares derived from
the polynomials inP, nodeu may further verify node
v through a challenge-response method. Nodeu ran-
domly selects a polynomialf (x, y), which has a unique
index pf ,|| from P and uses the corresponding share

|| Polynomial indices may be preloaded into nodes memory,
or may be calculated by a hash function with cell indices as
inputs.

f (u, y) to calculate a shared keyKuv = f (u, v) with
nodev. The shared keyKuv is unique when all node
IDs are distinct. This property is critical for authentica-
tion. Then nodeu picks a noncenu, which is a random
number, and sends to nodev a challenge packet in-
cluding the IDu, index of the polynomialf (x, y), and
encryptednu by f (u, v), that is,

u → v : < u, v, pf , {nu}Kuv >

where{} means encryption operation.
If node v does have the ID it claims, it surely has

the shared polynomials setP with nodeu. Then node
v may use the polynomial index in the received packet
to find the shared keyKuv and be able to decrypt the
noncenu. Next, nodev also picks a noncenv, returns
to nodeu a response packet including the node IDv,
noncenu, and the encryptednv by f (u, v), that is,

v → u : < v, u, nu, {nv}Kuv >

After getting the response fromv, nodeu may check
the returned value ofnu. If it is the same as that it has
sent to nodev, then nodev is an authenticated node,
otherwise not.

To authenticate itself, nodeu also decryptsnv and
returns it to nodev, that is,

u → v : < u, v, nv >

Following the three way handshake authentication
procedure, every node may set up trustiness with its
neighbors during the bootstrapping phase.

During the B-phase authentication, a shared key is
established between neighboring nodes. This shared
key may act as the master key and be used to derive
other keys for different purposes, such as encryption,
authentication, etc. Thus, the future communications
between neighboring nodes are secured by the shared
key.

3.3. C-Phase Authentication

After the bootstrapping phase, normal communications
may run between neighboring nodes to fulfill kinds of
applications. During this phase, an adversary may in-
ject, modify, or spoof packets to raise havoc among
the network. To guarantee normal operation of the net-
work, every packet should be authenticated so that the
sink node knows it is talking with the authenticated
source node.
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A normal way to achieve packet authentication and
integrity is to usemessage authentication code (MAC).
MAC is a digest calculated by a one-way and collision-
resistant hash function with messages and some secrets
as inputs. An example isHMAC [15]. Every node may
check whether a received packet is tampered by re-
calculating the MAC and comparing it with that in the
packet.

When a nodev needs to send a packet to nodeu, it
constructs the packet like,

v → u : < v, u, nv, m, H(v ‖ u ‖ nv ‖ m ‖ Kuv) >

wherenv is a nonce,m is the message,H() is a hash
function, “‖” is the concatenation operator, andKuv is
a shared key betweenu andv. To protect the master
key established in the bootstrapping phase, it is better
to use a derived authentication key here. For example,
we may calculate an authentication key asH(Kuv||1)
and an encryption key asH(Kuv||0). Here the message
m may be in plaintext if only authentication is needed
or be encrypted if both authentication and encryption
are desired.

When nodeu receives the packet from nodev, it
first checks the cell index field inv’s ID according to
LBN. If the ID v is not acceptable, nodeu simply drops
the packet, thus it does not need to check the MAC
field. Moreover, nodeu may check the cell index field
just after extracting nodev’s ID from the packet and
stop receiving the remaining part of the packet to save
energy if nodev’s ID is not acceptable, because packet
transmission and reception are the most energy-costly
radio operations in sensor nodes. Only if the IDv is
acceptable, nodeu proceeds to verify the MAC field in
the packet and authenticate the packet.

TinySec [10] defines link layer packet formats in-
cludingAuth packet format, in which only authentica-
tion is provided, andAE packet format, in which both
authentication and encryption are provided. It is simi-
lar to our scheme, however, it does not address how to
establish authentication and encryption keys. It is ob-
vious that we can combine TinySec with our scheme
to provide a complete solution for link layer security
in sensor networks.

4. Secure Sensor Networks

By using link layer encryption, we may prevent eaves-
dropping attacks. However, an intelligent adversary
may launch many active attacks by utilizing the

defects in the network protocols which are not designed
carefully to involve security defenses at the beginning.
Karlof and Wagner [2] classified a series of attacks to
sensor networks, which may cause the rapid deteriora-
tion of network performance. Most of the attacks try
to cause topological distortion by spoofing or replay-
ing routing information. However, as we will show in
this section, our LBN has inherent resistance to these
topological attacks, because the location information
in node IDs reflects topology of the network. Any at-
tack that causes serious topological distortions can be
detected by our LBN and LLA. In this section, we dis-
cuss many typical attacks as examples.

4.1. The Sybil Attack

In theSybil attack [16], a malicious node illegitimately
takes on multiple identities, which may be fabricated
IDs or impersonated IDs. The Sybil attack may pose
a serious threat to routing protocols, data aggregation,
voting, fair resource allocation, misbehavior detection,
etc. [2,16]. Several potential defense methods are
proposed in Reference [16], including radio resource
testing, verification of key sets for random key predis-
tribution, registration, position verification, and code
attestation. However, those methods rely on either
strict physical assumptions or cooperations between a
bunch of nodes.

In our scheme, every node ID should appear only in
a small area of the network due to the LBN mechanism.
If the malicious node claims an ID belonging to distant
cells, it may be easily found out by its neighbors and
then be precluded. The only IDs the malicious node
can claim are those in its cell and neighboring cells.
Even that, the malicious node can not pass the LLA
because it does not have the corresponding polynomial
shares belonging to the node whose ID is claimed by the
malicious node. So the Sybil attack cannot get success
in our scheme.

4.2. Identity Replication Attacks

In theidentity replication attack [16], an adversary may
put many replicas of a captured node at many places
in the network to incur inconsistency. Like the Sybil
attack, the identity replication attack may lead to the
failure of many network functions. Conventional de-
fenses include centralized computing based on location
or number of simultaneous connections [16], which is
communication intensive and lacks scalability.

In our scheme, the adversary cannot put the replicas
of the captured node at places other than its vicinity
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because the presence of a node ID should be localized
due to the LBN mechanism. The adversary can only put
those replicas in a small area where the captured node
originally resides. However, convergence of the repli-
cas of the same node ID in a small area may be easily
detected by surrounding normal nodes. So, the identity
replication attack finds no place in our scheme.

4.3. Wormhole Attacks

In theWormhole attack [17], two malicious nodes col-
lude to tunnel packets from one place to another distant
place in the network. This attack may distort the net-
work topology by making two distant nodes believe
they are neighbors, thus become a serious attack to
routing protocols. Huet al. [17] proposed to usepacket
leashes to limit the maximum range over which pack-
ets can be tunneled by the two colluding nodes.Direc-
tional antennas [18] are also used to defend against the
Wormhole attack. However, these defenses are targeted
to the Wormhole attack in ad hoc networks, and require
expensive hardware devices, which are infeasible for
most resource constrained sensor networks. Wang and
Bhargava [19] proposed to use centralized computing
to defend against the Wormhole attack in sensor net-
works, in which a controller collects all nodes’ location
information to reconstruct the network topology such
that any topological distortion may be visualized. How-
ever, this approach causes much communication over-
head and is not realistic if malicious nodes move around
in the entire network because each location change will
trigger a new round of execution of the topology recon-
struction algorithm.

By using LBN, a node may check the cell index fields
in the received packets and simply drop those pack-
ets coming from a distant place. So the impact of the
Wormhole attack is limited in neighboring cells auto-
matically. Though the two colluding nodes may tunnel
packets in a small area, in this case they cannot cause
severe network scale topological distortions and may
even be helpful to facilitate local communications. So,
the Wormhole attack may be defeated in our scheme.

4.4. Sinkhole Attacks

In thesinkhole attack [2], a malicious node tries to lure
nearly all the traffic from a particular area, creating a
metaphorical sinkhole with the malicious node at the
center. This kind of attack typically works by making
the malicious node look especially attractive to sur-
rounding nodes by claiming a lower routing cost to
the base station in the sensor network. If geographical
routing protocols are used, every route is found based

on geographical information, which can be extracted
from node IDs. In this case, the malicious node cannot
cheat other nodes because other nodes may easily find
whether the malicious node is on the route to the base
station based on the ID of the malicious node. If dif-
ferent routing criteria such as reliability are used, it is
rather difficult to detect the sinkhole attack. However,
the node ID may still provide some information about
the location of the malicious node, thus if the source
node finds the location of the malicious node is far away
from the direction of the base station, it means a poten-
tial threat and some methods may be used to verify the
routing information.

4.5. HELLO Flood Attacks

In theHELLO flood attack [2], a malicious node may
broadcast HELLO packets with large enough transmis-
sion power to convince most nodes in the network that
the malicious node is their neighbor, thus lead the net-
work into the state of confusion. This attack may be
defeated because it is easy to check whether a HELLO
packet is acceptable from its ID field in our scheme.

4.6. The Acknowledgement Spoofing Attack

In the acknowledgement spoofing attack [2], a mali-
cious node may spoof link layer acknowledgments for
the packets destined to a neighboring node which is
dead or the packets lost due to the bad channel relia-
bility, thus make the source node form a wrong routing
decision based on the belief that the dead destination
node is alive or the channel is reliable. In our scheme,
it is easy to detect the attack by LLA because the mali-
cious node does not have corresponding link layer keys.

4.7. The Node-Compromise Attack

In our link layer authentication scheme, pre-distributed
polynomials are used to establish shared keys between
nodes. It is under the threat of thenode-compromise
attack, in which a small number of compromised nodes
may expose a large amount of secrets in the network. It
has been proved in References [20,21] that at-degree
bivariate polynomial ist-collusion resistant, meaning
that the collusion of no more thant nodes cannot ex-
pose the polynomial. However if onet-degree bivariate
polynomial is used by more thant nodes, an adversary
may compromise more thant nodes holding shares of a
same polynomial to reconstruct it, and then use the re-
constructed polynomial to derive shared keys between
non-compromised nodes that hold shares of the same
polynomial. We have proposed an efficient scheme [8]
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in which everyt-degree bivariate polynomial is reused
no more thant times, thus we may achieve the perfect
resilience to the node-compromise attack. For the lack
of space, we do not investigate this topic here, and refer
readers to [8] for technical details.

4.8. The Memory Exhaustion Attack

The B-phase authentication in our scheme is not state-
less, because every node needs to keep the nonce
in its memory so that it can verify the returned
nonce value from its neighbor. For each authentication
request, a nonce should be generated. A malicious node
may launch thememory exhaustion attack by sending
authentication requests at very high frequency to neigh-
bors, thus cause its neighbors unusable by exhausting
memory resources of the neighbors. However, it is also
easy to detect frequent authentication requests from a
malicious node. To defend against this kind of attack,
normal nodes just need to drop those authentication re-
quests if the frequency of request is too high. Some
countermeasures can also be triggered to punish the
malicious node.

5. Discussion

To the best of our knowledge, there has been no research
on the additional value of node identifier. Though many
schemes [5–9] use node identifiers in key establish-
ment, they simply use the identification function. Our
scheme is the first investigation that tries to dig out more
application values of node identifier. We have shown
that by embedding location information into node iden-
tifiers our LBN has intrinsic immunity from many at-
tacks against network topology. Besides security value,
we believe our LBN can still be used in other applica-
tions in sensor networks.

Our LLA scheme incorporates LBN as the first step
authentication method, and uses shared key to further
verify node identity. In LLA, pre-distributed polyno-
mials are used to achieve key agreement to provide au-
thentication service. However, other shared-key-based
authentication schemes can also work well with LBN in
the second authentication step, as long as they guaran-
tee neighboring nodes can establish a unique shared
key. Similar schemes areSPINS [22], LEAP [23].
The building blockSNEP in SPINS [22] can provide
neighbor authentication by a shared key. However, two
neighboring nodes rely on the base station to nego-
tiate a shared key, which is not efficient in terms of
communication overhead. InLEAP [23], a global key
is used to derive shared keys to achieve neighbor au-

thentication, where the underlying assumption is that
adversaries cannot compromise any node during net-
work bootstrap phase, thus the global key can be safe.
However, our scheme does not rely on this assumption
and is resilient to node compromise attacks.

Zhang et al. [24] proposed to use location-based
keys to secure sensor networks. Their scheme is based
on public key cryptography, while our scheme is based
on symmetric key cryptography. Besides, in their
scheme each location-based key is tight to a precise
location in the network and the location information
should be obtained by mobile robots. When a node
moves, its location-based key associated with its
previous location is invalid. Hence, their scheme is
only applicable in stationary sensor networks, where
sensor nodes do not move after deployment. Our
scheme only uses course-gaineda-priori deployment
knowledge and does not need any positioning devices.
Though our scheme is targeted to stationary sensor
networks, low mobility can also be supported as long
as nodes only move in their vicinity.

6. Conclusion And Future Work

In this paper, we have introduced the naming prob-
lem for sensor networks in the literature for the first
time. We believe that more benefits can be achieved
by endowing node ID more meaningful information. A
location-based naming mechanism LBN has been pro-
posed to fulfill our idea. By using LBN, the impacts
of many attacks to topology in sensor networks can be
limited in a small area. We also proposed a link layer
authentication scheme LLA, which incorporates LBN,
to provide a neighborhood authentication service. It
has been shown that our LBN and LLA can be an effi-
cient defense against a wide range of attacks in sensor
networks.

We have investigated the security value of our
location-based naming mechanism. However we
believe it may also find other applications in sensor
networks, such as geographic routing, target tracking,
environment surveillance, etc., especially those appli-
cations in which security is desired. We will develop
more efficient solutions in those applications based on
our new idea in our future work.
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