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Summary

In wireless cellular networks, performance evaluation is an important part in modeling and designing effective

schemes to utilize the limited resource. In the past, performance evaluation was carried out either under restricted

assumption on some time variables such as exponential assumption or via simulations. In this paper, we present a

survey on a new analytical approach we have developed in the last few years to evaluate the performance of

wireless cellular networks under more realistic assumptions. In particular, we apply this approach to the analysis of

call connection performance and mobility management under assumptions that many time variables such as call

holding time, cell residence time, channel holding time, registration area (RA) residence time, and inter-service

time are assumed to be generally distributed and show how we can obtain more general analytical results.
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1. Introduction

The future telecommunications networks (such as the

3G or B3G wireless networks) target to provide

integrated services such as the voice, data, and multi-

media via inexpensive low-powered mobile comput-

ing devices over the wireless environments

[1,34,70,71]. The demand for multimedia services

over the air has been steadily increasing over the

years, and the wireless multimedia networking has

been a very active research area. In order to support

various integrated services with certain Quality of

Service (QoS) requirements in these wireless net-

works, teletraffic analysis, resource provisioning

study, and mobility management are necessary

[34,35,38].

In wireless cellular networks, call connection pre-

mature termination (call dropping) is possible due to

an unsuccessful handoff when the user moves out the

current cell coverage while the target cell does not

have resource to serve the call connection

[14,21,48,51]. In order to reduce such forced call
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termination, call arrivals (new calls and handoff calls)

have to be treated differently, which leads to the call

admission control (CAC) and resource management in

wireless cellular networks. Various priority-based

CAC schemes have been proposed [26,45,73] in the

literature, they can be classified into two broad cate-

gories: (1). Guard Channel (GC) Schemes: Some

channels are reserved for handoff calls. Three differ-

ent schemes can be identified. The first scheme, the

cutoff priority scheme, is to reserve a portion of

channel for handoff calls, whenever a channel is

released, it is returned to the common poll of channels

[38,61]. The second scheme, the fractional GC

schemes is to admit a new call with certain probability

(which depends on the number of busy channels). This

scheme was first proposed by Ramjee et al. [68] and

shown to be more general than the cutoff priority

scheme. The last scheme is to divide all channels

allocated to a cell into two groups, one is for the

common use for all calls while the other is for handoff

calls only (the rigid division-based CAC scheme

[48]). (2). Queueing Priority (QP) Schemes: In this

scheme, calls are accepted whenever there are free

channels. When all channels are busy, either new calls

are queued while handoff calls are blocked [36], or

new calls are blocked while handoff calls are blocked

[17,78], or all arriving calls are queued with certain

rearrangements in the queue [14,51]. Various combi-

nations of the above schemes are possible depending

on specific applications [14,51]. Performance evalua-

tion of these schemes are important in choosing the

appropriate parameters. Moreover, under a specific

CAC scheme, the call connection performance is

also crucial to meet the design requirements. With

the given call blocking probabilities, we need to

find the call dropping probability (for the premature

call termination), handoff probability, handoff rate,

and actual call holding times. It is desirable that all

these quantities can be computed under more general

assumptions.

Another important problem in wireless mobile net-

works is mobility management. In order to effectively

deliver a call connection service to a mobile user, the

location of a called mobile user must be determined

within a certain time limit (before the service is

blocked). When the call connection is in progress

while the mobile is moving, the network has to follow

the mobile users and allocate enough resource to

provide seamless continuing service without user

awareness that in fact the network facility (such as

base station) is changing. Mobility management is

used to track the mobile users that move from place to

place in the coverage of a wireless network or in the

coverage of multiple communications networks work-

ing together to fulfill the grand vision of ubiquitous

communications. Thus, mobility management is a key

component for the effective operations of wireless

networks to deliver wireless services (see Reference

[1] and references therein). In wireless cellular sys-

tems, two operations are usually used to carry out the

mobility management: location update and terminal

paging. Location update is a process for a mobile user

to inform the network where it is, while terminal

paging is a process that the network attempts to locate

a mobile user in the area it was last reported, which is

called uncertainty area. Both processes will invoke

signaling traffic in the signaling networks. The more

frequent the location update, the higher the signaling

traffic for location updates, while the smaller the

uncertainty area, hence the lower the signaling traffic

for terminal paging. On the other hand, the less

frequent the location update, the lower the signaling

traffic for the location updates, while the larger the

uncertainty area, hence the higher the signaling traffic

for terminal paging. Hence, there is a tradeoff between

the location update and terminal paging. How to

balance these two kinds of signaling traffic is impor-

tant for the mobility management. To come up with an

optimal design for mobility management, we need to

quantify the total signaling traffic analytically so that

optimization can be carried out.

To obtain analytical results for performance evalua-

tion in wireless cellular networks, and even in general

communications networks, time variables are usually

assumed to be independent and exponentially distrib-

uted. For example, in the study of call blocking

performance for the traditional cellular networks and

PCS networks, the following assumptions are com-

monly used in order to obtain some analytical results:

the interarrival time of cell traffic, the call holding

time, and the channel holding time are all assumed to

be exponentially distributed [21,37,38,79]. However,

field data and simulation study showed that exponen-

tial assumption is not appropriate. In References

[8,37,42–44], it has been shown that the channel

holding time is not exponentially distributed for

many wireless and cellular systems. In Reference

[31], under certain assumptions, we showed that

channel-holding time is exponentially distributed if

and only if the cell residence time is exponentially

distributed, where the cell residence time is the time a

mobile user stays in a typical cell. The study for

common-channel signaling (CCS) networks [11] de-

monstrated that the call holding time couldnot be
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accurately modeled by exponential distribution and

showed that the mixed-type probability distribution

model is much more appropriate. In Reference [67],

the authors showed that the cell traffic is smooth

(which implies that the interarrival-times for the cell

traffic cannot be modeled by Poisson process). Thus, it

is imperative for us to seek more general distribution

models for the time variables needed to carry out more

effective performance evaluation.

Distribution models, such as the exponential dis-

tribution, the lognormal distribution, the Erlang dis-

tribution, the (generalized) Gamma distribution, and

Coxian distribution have been used to approximate the

distributions of the channel holding times in the past

[30–33,42,61,62,82]. It is well-known that exponen-

tial distribution can be used for one-parameter ap-

proximation of the measured data, while the Gamma

distribution can be used for two-parameter approx-

imation. Although the exponential and Erlang distri-

bution models have simple good properties for

queueing analysis, however, they are not general

enough to fit the field data. The (generalized) Gamma

and lognormal distributions are more general and has

been shown to provide good fits to field data, however,

application of these models will lead to the loss of the

Markov property required in the queueing analysis

[46]. Two new models were proposed for the mobility

modeling for wireless cellular networks. One is the so-

called Sum of Hyper-exponential (SOHYP) models

[66], which has been used to model the channel

holding time for cellular systems with mixed plat-

forms and various mobility. The other model, called

the mixed Erlang model (Hyper-Erlang model as we

used in the past) [30], is used to model the cell

residence time for wireless cellular networks. It has

been demonstrated that the mixed-Erlang models and

SOHYP models can approximate any distribution of

nonnegative random variables [6,30,66]. In fact, both

models belong to a more general class of distribution

models called phase-type distribution, which has been

extensively applied in performance evaluation in

computer systems [6]. The popularity of phase-type

distribution is because such distribution model leads

to tractable queueing analysis using the quasi-birth-

death (QBD) process [50]. Due to the generality of

phase-type distribution, we can use it to model many

time variables in the performance evaluation of wire-

less cellular networks. Fang et al. [22,30–33] devel-

oped a new unifying analytical approach to evaluating

the call connection performance under more realistic

distribution models for call holding time and cell

residence time. Li et al. [4,5,54,55] proposed more

general Markov correlated arrival process to charac-

terize the new calls and handoff calls, and obtained

many analytical performance results under general

channel holding time distribution such as phase-type

distribution. To capture the effect of link unreliability,

Zhang et al. [80,81] and references therein general-

ized many aforementioned analytical results recently.

The performance of hierarchical cellular systems

under generally distributed call holding times and

cell residence times were also carried out lately (see

References [63,77]). On a significantly different re-

search front, applying the mathematical technique we

developed in the past (see Reference [22]), we also

analyzed a few mobility management schemes

[23,24].

In this paper, we present the analytical approach for

performance evaluation of wireless cellular networks

we have developed in the last few years, and demon-

strate how a simple mathematical technique can be

applied to obtain so many elegant analytical results for

many performance metrics in the evaluation of wire-

less cellular networks under more realistic distribution

models for the involved random time variables. The

interesting observation is that many seemingly unre-

lated problems can be solved in a unified framework.

2. Mathematical Tools

In this section, we present some preliminary mathe-

matical results which will be frequently used in this

paper.

Many analytical results for the evaluation of wire-

less network performance are boiled down to the

calculation of the following type of probability

Prð�1 � �2Þ for random variables �1 and �2. This

probability can then further be reduced to the compu-

tation of the following type of integral:

C ¼ A

2�j

Z �þj1

��j1
XðsÞYð�sÞds ð1Þ

where A is a constant, X(s) and Y(s) are analytic over

the set D� ¼ fs j <ðsÞ � �g in the complex plane (<
denotes the real part of a complex number). If XðsÞ
and YðsÞ are known, then the techniques used to find

the inverse Laplace transforms [57] can be used to find

C. In particular, if XðsÞ and YðsÞ are rational functions
in s, then the well-known Residue Theorem [57] can

be applied to easily find C, in which case, the partial

fractional expansion technique [46,57] can be used to

obtain easily computable formula. Let �p denote the
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poles of Yð�sÞ and let Ress¼p denote the residue at

pole s ¼ p, then we can easily show.

Lemma 1: If XðsÞ and YðsÞ are proper rational

functions and �p is the set of poles of Yð�sÞ, then
we have

C ¼ A

2�j

Z �þj1

��j1
XðsÞYð�sÞds

¼ �A
X
p2�p

Res
s¼p

½XðsÞYð�sÞ�
ð2Þ

In the subsequent development, we often encounter

the probability expression PrðX0 þ X1 þ X2 þ � � � þ
Xk � XÞ, where X0 and X are random variables whose

probability density functions (pdf) have Laplace

transforms f �X0
ðsÞ and f �X ðsÞ, respectively, and

X1;X2; . . . ;Xk are random variables, independent

and identically distributed (iid), whose pdf has a

Laplace transform f �Xi
ðsÞ. The following result gives

a method to compute the aforementioned probability

[22].

Lemma 2: Assume that the random variables X0,

X1;X2; . . . ;Xk, X are independent, and X1;X2; . . . ;
Xk are independent and identically distributed (iid),

whose pdf has a Laplace transform f �Xi
ðsÞ. If f �X0

ðsÞ,
f �Xi
ðsÞ, and f �X ðsÞ are analytic in D� for a real number

�, then

PrðX0 þ X1 þ X2 þ � � � þ Xk � XÞ

¼ 1

2�j

Z �þj1

��j1

f �X0
ðsÞ½ f �Xi

ðsÞ�k

s
f �X ð�sÞds

ð3Þ

Proof: Let � ¼ X0 þ X1 þ X2 þ � � � þ Xk. Let f�ðtÞ
and f �� ðsÞ denote the pdf and the Laplace transform

of �, respectively. From the independence of

X0;X1;X2; . . . ;Xk, we have

f �� ðsÞ ¼ E½e�s�� ¼ E½e�sX0 �
Yk
i¼1

E½e�sXi � ¼ f �X0
ðsÞð f �Xi

ðsÞÞk

So the pdf of � is given by

f�ðtÞ ¼
1

2�j

Z �þj1

��j1
f �X0

ðsÞðf �Xi
ðsÞÞkestds

Notice that the Laplace transform of Prð� � tÞ (the

distribution function) is f �� ðsÞ=s. Thus, we have (fXðtÞ
is the pdf of X)

PrðX0 þ X1 þ X2 þ � � � þ Xk � XÞ

¼
Z 1

0

Prð� � X jX ¼ tÞfXðtÞdt

¼
Z 1

0

1

2�j

Z �þj1

��j1

f �X0
ðsÞ½f �Xi

ðsÞ�k

s
estdsfXðtÞdt

¼ 1

2�j

Z �þj1

��j1

f �X0
ðsÞ½f �Xi

ðsÞ�k

s
f �X ð�sÞds

This completes the proof. &

The following probability is also very useful in

performance evaluation:

�ð0Þ ¼ PrðX � X0Þ;
�ðkÞ ¼ PrðX0 þ X1 þ X2 þ � � � þ Xk�1 � X

� X0 þ X1 þ X2 þ � � � þ XkÞ; k > 0

From Lemma 2, we can easily obtain

Lemma 3: Assume that the random variables

X0, X1;X2; . . . ;Xk; . . . ; X are independent, and

X1;X2; . . . ;Xk; . . . are independent and iid, whose

pdf has a Laplace transform f �Xi
ðsÞ. If f �X0

ðsÞ, f �Xi
ðsÞ,

and f �X ðsÞ are analytic in D� for a real number �, then

�ð0Þ ¼ 1

2�j

Z �þj1

��j1

1� f �X0
ðsÞ

s
f �Xð�sÞds

�ðkÞ ¼ 1

2�j

Z �þj1

��j1

f �X0
ðsÞ½1� f �Xi

ðsÞ�½ f �Xi
ðsÞ�k�1

s
f �X ð�sÞds

Let

SðnÞ ¼
Xn�1

k¼1

�ðkÞ

then, from Lemma 3, we can obtain

Lemma 4: Under assumptions of Lemma 3, we have

SðnÞ ¼ 1

2�j

Z �þj1

��j1

f �X0
ðsÞ½1� ð f �Xi

ðsÞÞn�1�
s

f �X ð�sÞds

3. Performance Metrics for Call
Connection

We first study the call connection performance to

demonstrate the use of our technique. Before we do

this, we present the notation we will use in this
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section. In a wireless mobile network, a mobile user

moves from cell to cell and engages call connection

when he/she moves. Figure 1 shows the time diagram

for a typical mobile user. Let tc be the call holding

time (the time of the requested connection to a wire-

less network, also known as unencumbered call hold-

ing time) for a typical new call with the mean value

1=�. Let tm denote the cell residence time in the mth

cell a mobile user travels during a call life with

the mean value 1=�. Let r be the time between the

time instant the new call is initiated at and the instant

the new call moves out of the cell if the new call is not

completed (we call it the residual cell residence time),

let rm (m > 1) be the residual call holding time when

the call finishesmth handoff successfully. Let � and �h

denote the arrival rates for new calls and handoff calls,

respectively. Let fcðtÞ, f ðtÞ, and frðtÞ denote, respec-

tively, the probability density functions of tc, tm, and r

with their corresponding Laplace transforms f �c ðsÞ,
f �ðsÞ, and f �r ðsÞ, respectively. We assume throughout

the paper that all distributions are nonlattice, that is,

they do not contain the discrete singular components.

In what follows, we will use hðiÞðsÞ to denote the ith

derivative of a function hðsÞ at the point s. When

i ¼ 0, it gives the function itself.

In the current literature, most time variables here

are assumed to be exponentially distributed

[38,40,61,62,64], so that closed-form solution for

call blocking performance can be obtained. Under

certain assumptions, we observe that the channel

holding time is exponentially distributed if and only

if the cell residence time is exponentially distributed

(see Reference [31] and reference therein). However,

as we mentioned before, field study showed that

channel holding time is not exponentially distributed,

thus the above exponential assumption will not be

valid in general, and demonstrated that many time

variables can be determined by the characterization

of the cell residence time, a time variable which

can be used to characterize the mobility. In

Reference [29], we propose to use the hyper-Erlang

distribution (i.e., the mixed Erlang distribution) to

model the cell residence time. In Reference [22],

under the assumption that r; tc; t2; t3; . . . are indepen-

dent, and t2; t3; . . . are identically distributed with the

pdf f ðtÞ, we study a few performance metrics for call

connection performance. Specifically, we derived

analytical results for the aforementioned performance

metrics: handoff probability, handoff rate, call drop-

ping probability, and actual call holding times for

complete calls and incomplete calls, which will be

illustrated in this section. More details can be found in

Reference [22].

3.1. Handoff Probability

Handoff probability is defined as the probability that a

call connection needs at least one more handoff during

its remaining lifetime. Depending on whether a call

connection is a new call or a handoff call, we call the

probability the handoff probability for a new call or

the handoff probability for a handoff call.

We first study the handoff probability for a new call.

Let Pn denote the handoff probability for a new call.

We observe that a new call needs at least one handoff

if and only if the call holding time tc is greater than the

residual cell residence time r, from Lemma 1 and

Lemma 2 we obtain

Pn ¼ Prðr � tcÞ ¼
1

2�j

Z �þj1

��j1

f �r ðsÞ
s

f �c ð�sÞds

¼ �
X
p2�p

Res
s¼p

f �r ðsÞ
s

f �c ð�sÞ

where �p is the set of poles of f
�
c ð�sÞ.

t
2

t
c

t1

t
m

tm+1

r
m

r

Fig. 1. The time diagram for call holding time and cell residence time.

PERFORMANCE EVALUATION OF WIRELESS CELLULAR NETWORKS 871

Copyright # 2005 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2005; 5:867–885



Next we derive the handoff probability for a hand-

off call. Let PhðkÞ denote the probability that a hand-

off call connection needs at least one more handoff

in its remaining lifetime after kth handoff. From

the time diagram in Figure 1, we observe that this

quantity can be expressed as the following conditional

probability:

PhðkÞ ¼ Prðr þ t2 þ � � � þ tk þ tkþ1

� tcjr þ t2 þ � � � þ tk � tcÞ:
ð4Þ

Since r; t2; . . . ; tkþ1; tc satisfy all the assumptions in

Lemma 1 and Lemma 2, we obtain

PhðkÞ ¼
Prðr þ t2 þ � � � þ tk þ tkþ1 � tcÞ

Prðr þ t2 þ � � � þ tk � tcÞ

¼
1
2�j

R �þj1
��j1

f �r ðsÞ½ f �ðsÞ�
k

s
f �c ð�sÞds

1
2�j

R �þj1
��j1

f �r ðsÞ½ f �ðsÞ�
k�1

s
f �c ð�sÞds

¼
P

p2�p Ress¼p

f �r ðsÞ½f �ðsÞ�
k

s
f �c ð�sÞP

p2�p Ress¼p

f �r ðsÞ½ f �ðsÞ�
k�1

s
f �c ð�sÞ

3.2. Handoff Rate

Handoff rate, defined as the average number of hand-

offs undertaken during the actual call connection in

the wireless cellular network, is a very important

parameter for network design and traffic characteriza-

tion. Nanda [64] and Lin et al. [61] obtained some

analytic results for handoff rate for the case when the

call holding time is exponentially distributed. There

are no results for handoff rate when call-holding time

is not exponentially distributed in the open literature

except our prior works [22,29,31]. In this subsection,

we present a formula for general cases where the call

holding time and cell residence time are generally

distributed.

Let H be the number of handoffs of a typical

admitted call (either completed or forced to terminate)

during the call connection. We first study the distribu-

tion of H under general call holding time and cell

residence time distributions. Figure 1 shows the time

diagram. We observe the following: H ¼ 0 if and only

if the call is not blocked and the call holding time tc is

shorter than the residual life r, that is, the call

completes before the mobile moves out of the cell;

H ¼ k (an admitted call experiences k handoffs during

its call connection life) if and only if the call is either

successfully having k handoffs and finishing its ser-

vice in the following cell without any forced termina-

tion, or successfully having ðk � 1Þ handoffs and then
failed at the kth handoff. If the call blocking prob-

ability for a new call is po (call blocking probability)

and the blocking probability for a handoff call (the

handoff blocking probability) is pf , which is also

called forced termination probability [38], then we

can easily obtain

PrðH ¼ 0Þ ¼ ð1� poÞPrðr � tcÞ
PrðH ¼ 1Þ ¼ ð1� poÞPrðr < tc � r þ t2Þð1� pfÞ

þ ð1� poÞPrðtc � rÞpf
..
.

PrðH ¼ kÞ ¼ ð1� poÞPrðr þ t2 þ � � � þ tk < tc

� r þ t2 þ � � � þ tkþ1Þð1� pfÞk

þ ð1� poÞPrðtc � r þ t2 þ � � � þ tkÞ
� ð1� pfÞk�1

pf

..

.

ð5Þ

When k > 0, applying Lemma 2 in Equation (5), we

obtain

PrðH ¼ kÞ ¼ ð1� poÞð1� pfÞk�1

2�j

�
Z �þj1

��j1

f �r ðsÞ½1� ð1� pfÞf �ðsÞ�½f �ðsÞ�k�1

s
f �c ð�sÞds

Thus, we can obtain the handoff rate as follows

E½H� ¼
X1
k¼1

kPrðH ¼ kÞ ¼
X1
k¼1

kPrðH ¼ kÞ

¼ 1� po

2�j

Z �þj1

��j1

f �r ðsÞ
s½1� ð1� pfÞf �ðsÞ�

f �c ð�sÞds

Applying the Residue Theorem, we obtain

E½H� ¼ 1� po

2�j

Z �þj1

��j1

f �r ðsÞ
s½1� ð1� pfÞf �ðsÞ�

f �c ð�sÞds

¼ �ð1� poÞ
X
p2�p

Res
s¼p

f �r ðsÞ
s½1� ð1� pfÞf �ðsÞ�

f �c ð�sÞ

where � is a sufficiently small positive number.

The handoff call arrival rate, a very important

quantity for call blocking analysis, can be computed
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from the handoff rate for the homogeneous wireless

mobile networks. We observe that for each admitted

new call, there will be on the average E½H� number of

handoff calls induced in the overall network, so the

handoff call traffic will have arrival rate �h ¼ �E½H�.
This is the major reason why we are interested in

handoff rate.

3.3. Call Dropping Probability

Call dropping probability (call incompletion probabil-

ity) is the probability that a call connection is prema-

turely terminated due to an unsuccessful handoff during

the call life. Customers are more sensitive to call

dropping than to call blocking at call initiation.Wireless

service providers have to design the network to mini-

mize the call dropping probability for customer care.

We observe that a call is dropped if there is no

available channel in the targeted cell during a handoff,

that is, a call is dropped when a handoff failure occurs

during a call life. Figure 1 can also be used to illustrate

the timing diagram for a forced terminated call. As

before, let po and pf denote the call blocking prob-

ability and handoff blocking probability, respectively.

Let pc denote the probability that a call is completed

(without blocking and forced termination). Then the

call dropping probability pd ¼ 1� po � pc is given by

pd ¼ Prðthe call is not blocked; it is forced

to terminatedue to an unsuccessful handoffÞ

¼ð1� poÞ
X1
k¼1

ð1� pfÞk�1
pfPrðtc � r þ t2 þ � � � þtkÞ

¼ ð1� poÞpf
2�j

X1
k¼1

ð1� pfÞk�1

�
Z �þj1

��j1

f �r ðsÞ½f �ðsÞ�
k�1

s
f �c ð�sÞds

¼ ð1� poÞpf
2�j

Z �þj1

��j1

f �r ðsÞ
s½1� ð1� pfÞf �ðsÞ�

f �c ð�sÞds

where we have again used Lemma 2. Thus, applying

the Residue Theorem, we obtain

pd ¼ 1� po � pc ¼
ð1� poÞpf

2�j

�
Z �þj1

��j1

f �r ðsÞ
s½1� ð1� pfÞf �ðsÞ�

f �c ð�sÞds

¼ pfE½H�

where � is a sufficiently small positive number.

We observe that there is a close relationship be-

tween the call dropping probability and the handoff

rate: pd ¼ pfE½H�. This is very intuitive, recall that

E½H� is the average number of handoffs during the call

life, each handoff has a probability pf to fail, hence

the call dropping probability is then the summation

of handoff failure probability for each handoff!

Thus, if we can compute the handoff rate, then we

can easily obtain the call dropping probability.

Notice that we have �h ¼ �E½H�, therefore, we have

the following result: pd ¼ pfE½H� ¼ �h
� pf . Let pc de-

note the call completion probability [33], which is

defined as the probability that an admitted call

completes without forced termination. From

Reference [33], we can easily obtain that pc ¼ 1�
po � pd ¼ 1� po � pfE½H�.

3.4. Actual Call Holding Times

The actual call holding time (or actual call connection

time) for a mobile user in a wireless cellular network

is an important quantity, which can be used to deter-

mine the charging rate for the services the user

subscribes to. However, in a wireless network or a

mobile computing system, calls may be prematurely

terminated due to the limitation of finite resource. The

expected actual connection times for a complete and

an incomplete call are called the actual call holding

times for a complete call and an incomplete call,

respectively.

We first consider the actual call holding time for an

incomplete call. Let � denote the actual call connec-

tion time, let GdðtÞ denote the cumulative distribution

function for an incomplete call, then we have

GdðtÞ ¼ Prð� � tjthe call is droppedÞ

¼ Prð� � t; the call is droppedÞ
Prðthe call is droppedÞ

¼ 1

pd

X1
k¼1

Prð� � t; the call is dropped at the

kth handoffÞ

¼ 1

pd

X1
k¼1

ð1� poÞð1� pfÞk�1
pf

� Prðr þ t2 þ � � � þ tk � t; r þ t2 þ � � � þ tk � tcÞ

¼ ð1� poÞpf
pd

X1
k¼1

ð1� pfÞk�1

Z t

0

fkð�ÞPrðtc � �Þd�

ð6Þ

where fkðtÞ is the probability density function of

random variable r þ t2 þ � � � þ tk, and pd is the call
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dropping probability. Let f �k ðsÞ denote the Laplace

transform of fkðtÞ, which is given by f �k ðsÞ ¼
f �r ðsÞ½ f �ðsÞ�

k�1
. Let gdðtÞ denote the density function

of the actual call holding time for an incomplete call,

then from Equation (6) we obtain

gdðtÞ ¼
ð1� poÞpf

pd

X1
k¼1

ð1� pfÞk�1
fkðtÞPrðtc � tÞ

¼ ð1� poÞpf
pd

X1
k¼1

ð1� pfÞk�1
fkðtÞ

Z 1

t

fcðtcÞdtc

ð7Þ

Let g�dðzÞ denote the Laplace transform of gdðtÞ and
Td the expected actual call holding time for an

incomplete call. Applying Laplace transformation on

both sides of Equation (7) and using a similar proce-

dure to the one used in the proof of Lemma 2, we

obtain

g�dðzÞ ¼
ð1� poÞpf
2pd�j

�
Z �þj1

��j1

f �r ðsÞ
1� ð1� pfÞf �ðsÞ

� f
�
c ð�sþ zÞ � 1

s� z
ds

ð8Þ

where � is a sufficiently small positive number.

The expected actual call holding time for an in-

complete call Td is given by

Td ¼ �ð1� poÞpf
2pd�j

Z �þj1

��j1

f �r ðsÞ
1� ð1� pfÞf �ðsÞ

� sf
�ð1Þ
c ð�sÞ þ f �c ð�sÞ � 1

s2
ds

In summary, applying the Residue Theorem, we

obtain

g�dðzÞ ¼
ð1� poÞpf
2pd�j

Z �þj1

��j1

f �r ðsÞ
1� ð1� pfÞf �ðsÞ

� f �c ð�sþ zÞ � 1

s� z
ds ¼ �ð1� poÞpf

pd

�
X
p2�p

Res
s¼zþp

f �r ðsÞf �c ð�sþ zÞ
ðs� zÞ½1� ð1� pfÞf �ðsÞ�

;

Td ¼ �ð1� poÞpf
2pd�j

Z �þj1

��j1
g1ðsÞds

¼ ð1� poÞpf
pd

X
p2�p

Res
s¼p

g1ðsÞ

where

g1ðsÞ ¼
f �r ðsÞ

1� ð1� pfÞf �ðsÞ
� sf

�ð1Þ
c ð�sÞ þ f �c ð�sÞ � 1

s2

Next, we study the actual holding time for a

complete call. Suppose that a call is completed

when the mobile is in cell k0. Let � denote the

actual call holding time. If k0 ¼ 1, then 0 � tc � r

and � ¼ tc; while if k0 > 1, then r þ t2 þ � � � þ tk0�1

� tc � r þ t2 þ � � � þ tk0 and � ¼ tc. Let k ¼ k0 � 1,

then we have

For k ¼ 0; 0 � tc � r

For k > 0; r þ t2 þ � � � þ tk

� tc � r þ t2 þ � � � þ tkþ1

Let gcðtÞ denote the probability density function of the
actual call holding time. Using an argument similar to

the one for the actual call holding time for an

incomplete call, we obtain

gcðtcÞ ¼
1� po

pc

� �
fcðtcÞ

Z 1

tc

frðt1Þdt1
� �

þ 1� po

pc

� �

�
X1
k¼1

ð1� pfÞkfcðtcÞ
Z tc

0

fkðtÞ
Z 1

tc�t

f ð�Þd�dt
" #

Applying the similar technique we used for actual

call holding time for an incomplete call, we can obtain

g�cðzÞ ¼
1� po

2�pcj

Z �þj1

��j1
g2ðsÞf �c ð�sþ zÞds

¼ � 1� po

pc

� � X
p2�p

Res
s¼zþp

g2ðsÞf �c ð�sÞ
( )

Tc ¼ � 1� po

2�pcj

Z �þj1

��j1
g2ðsÞf �ð1Þc ð�sÞds

¼ 1� po

pc

� � X
p2�p

Res
s¼p

g2ðsÞf �ð1Þc ð�sÞ
( )

where � is a sufficiently small positive number and

g2ðsÞ ¼
½1� ð1� pfÞf �ðsÞ� � pf f

�
r ðsÞ

s½1� ð1� pfÞf �ðsÞ�

4. Performance Analysis for Mobility
Management Schemes

In this section, we demonstrate how our technique can

be used to analyze mobility management schemes.
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There are many location management schemes in the

literature, Reference [1] presents a very comprehen-

sive survey on all aspects of mobility management. In

this section, we only concentrate on three schemes:

movement-based mobility management (MB), pointer

forwarding scheme (PFS), and two-location algorithm

(TLA). Many other schemes can be analyzed in a

similar fashion.

We use the terminology used in Reference [41]. An

operation move means that a mobile user moves from

one registration area (RA) (also called location area

(LA)) to another while an operation find is the process

to determine the RA a mobile user is currently visit-

ing. The move and find in second generation location

management schemes (such as in IS-41 or GSM

MAP) are called basic move and basic find. In the

basic move operation, a mobile detects if it is in a new

RA. If it is, it will send a registration message to the

new VLR, and the VLR will send a message to the

HLR. The HLR will send a de-registration message to

the old VLR, which will, upon receiving the de-

registration message, send the cancellation confirma-

tion message to the HLR. The HLR will also send a

cancellation confirmation message to the new VLR. In

the basic find, call to a mobile T is detected at a local

switch. If the called party is in the same RA, the

connection can be setup directly without querying

the HLR. Otherwise, the local switch (VLR) queries

the HLR for the callee, then HLR will query the

callee’s VLR. Upon receiving callee’s location, the

HLR will forward the location information to

the caller’s local switch, which will then establish

the call connection with the callee. Periodic location

update is optional for improving the efficiency of IS-

41 and GSM MAP [19,20].

Signaling traffic in mobility management schemes

incurs from the operations of move (may cause loca-

tion update) and find (may need message exchanges

and terminal paging). Most performance evaluation

for move and find was carried out under the assump-

tion that some of the time variables are exponentially

distributed. The conclusions drawn from such results

may not be extended to the cases when such an

assumption is not valid, and the adaptive schemes

for choosing certain parameters (such as the threshold

for the number of pointers or the threshold in

movement-based mobility management scheme)

may not be appropriate accordingly. There are not

much works handling the nonexponential situations.

Recently, we have developed a new approach which

handles the nonexponential situations [23,24]. In this

section, we demonstrate this approach and present

some analytical results for signaling cost for mobility

management schemes under more relaxed general

assumption. To do so, we need to model some of the

time variables appropriately and compute the prob-

ability distribution of the number of RA boundary

crossings or cell boundary crossings. For example, in

the mobility-based mobility management, we need to

find the average number of location updates during the

inter-service time (the time between two consecutive

served call connections for a typical mobile terminal),

hence need to determine the distribution of cell

boundary crossings. In other schemes, we need to

find the probability distribution of RA crossings to

determine the cost for location update and call deliv-

ery. For the simplicity of presentation, we use an area

to denote either a RA or a cell so that we can use the

results to determine the probability of the number of

RA boundary crossings and the probability of the

number of cell boundary crossings as long as we use

the corresponding residence time.

Assume that the incoming calls to a mobile, say, T ,

form a Poisson process. The time the mobile stays in

an area is called the area residence time (ART). The

time the mobile stays in a RA is called the RA

residence time (RRT). The time the mobile stays in a

cell is called the cell residence time (CRT). Thus, ART

can be either RRT or CRT for later applications. We

assume that the ART is generally distributed with a

nonlattice distribution (i.e., the probability distribu-

tion does not have discrete component). The time

between the end of a call served and the start of the

following call served by the mobile is called the inter-

service time. It is possible that a call arrives while the

previously served call is still in progress [59]. In this

case, the mobile T cannot accept the new call (the

caller senses busy tone in this case and may hang up).

Thus, the inter-arrival (inter-call) times for the calls

terminated at the mobile T are different from the

inter-service times. This phenomenon is called the

busy line effect. We emphasize here that for mobility

management, it is the inter-service times, not the inter-

arrival times of calls terminating at the mobile, that

affects the location update cost, because when a

mobile is engaging a call connection, the wireless

network knows where the mobile T is, hence the

mobile does not need to carry out any location update

during the call connection. Although the incoming

calls form a Poisson process (i.e., the interarrival

times are exponentially distributed), the inter-service

times may not be exponentially distributed. Inter-

service time bears the similarity to the inter-departure

time of a queueing system with blocking, which has
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been shown to be nonexponential in general. In this

paper, we assume that the service time is negligibly

shorter than the inter-service time (i.e., ignoring the

service time) and derive the probability 	ðKÞ that a

mobile moves across K areas between two served

calls arriving to the mobile T . In this section, we

assume that the inter-service times are generally

distributed and derive an analytic expression for 	ðKÞ.
Let t1; t2; . . . denote the area residence times and let

r1 denote the residual area residence time (i.e., the

time interval between the time instant the mobile T
registers to the network and the time instant the

mobile exits the first area). Let tc denote the inter-

service time between two consecutive served calls to a

mobile T . Figure 2 shows the time diagram for K area

boundary crossings. Suppose that the mobile is in an

area R1 when the previous call arrives and accepted by

T . It then moves K areas during the inter-service

time, and T resides in the jth area for a period tj
(1 � j � K þ 1). In this paper, we consider a homo-

geneous wireless mobile network, that is, all areas

(either registration areas or cells) in the network are

statistically identical, hence ARTs t1; t2; . . . are inde-

pendent and iid with a general probability density

function f ðtÞ. Let tc be generally distributed with

probability density function fcðtÞ, and let frðtÞ be the

probability density function of r1. Let f
�ðsÞ, f �c ðsÞ, and

f �r ðsÞ denote the Laplace-Stieltjes (L-S) transforms (or
simply Laplace transforms) of f ðtÞ, fcðtÞ; and frðtÞ,
respectively. Let E½tc� ¼ 1=�c, and E½ti� ¼ 1=�m. It is

obvious that the probability 	ðKÞ is given by

	ð0Þ ¼ Pr½tc � r1�;K ¼ 0

	ðKÞ ¼ Pr½r1 þ t2 þ � � � þ tK

< tc � r1 þ t2 þ � � � þ tKþ1�

Thus, from Lemma 3, we can directly obtain

	ð0Þ ¼ 1

2�j

Z �þj1

��j1

1� f �r ðsÞ
s

f �c ð�sÞds

	ðKÞ

¼ 1

2�j

Z �þj1

��j1

f �r ðsÞ½1� f �ðsÞ�½f �ðsÞ�K�1

s
f �c ð�sÞds

where K > 0 and � is a sufficiently small positive

number. Without any confusion, we will treat this

result and Lemma 3 as the same result.

4.1. IS-41 Scheme

As the baseline study, we first briefly go over the IS-41

scheme (or GSM MAP), the de facto standards for

wireless cellular systems. The wireless networks

standards IS-41 [19] and GSM MAP [20] use two-

level strategies for mobility management in that a

two-tier system consisting of home location register

(HLR) and visitor location register (VLR) databases is

deployed (see Figure 3). Although there are some

modifications on the mobility management for the

third generation wireless systems (such as the intro-

duction of gateway location register or GLR), the

fundamental operations in mobility management re-

mains more or less the same. Hence, we will use the

IS-41 standard as the baseline study here. In two-tier

mobility management architecture shown in Figure 3,

the HLR stores the user profiles of its registered

mobiles, which contain the user profile information

such as the mobile’s identification number, the type of

services subscribed, the QoS requirements, and the

current location information. The VLR stores the

t
2

t
c

t1

r1
t

Enter R nter R Enter R Enter R

Previous Call Next Call

1 K K+1

K+1
t
K-1 Kt

E 2

Fig. 2. The time diagram for K area boundary crossings [28].
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replications of user profiles and the temporary identi-

fication number for those mobiles which are currently

visiting the associated RA. There are two basic

operations in mobility management: registration and

location tracking. The registration (also called loca-

tion update in many situations) is the process that a

mobile informs the system of its current location. The

location tracking (also called call delivery) is the

process that the system locates its mobile in order to

deliver a call service to the mobile. When a user

subscribes a service to a wireless network, a record of

the mobile user’s profile will be created in the sys-

tem’s HLR. Whenever and wherever the mobile user

travels in the system’s coverage, the mobile’s location

will be reported to the HLR (registration) according to

some strategies. Then the location in HLR will be

used to locate (find) the mobile. When the mobile

visits a new area (called RA), a temporary record will

be created in the VLR of the visited system, and the

VLR will then send a registration message to the

HLR. All the signaling messages are exchanged

over the overlaying signaling network using signaling

system 7 (SS7) standard.

To evaluate this scheme, we use the same notation

as before. tc denotes the inter-service time with

average 1=�c and ti denotes the RA residence time

with average 1=�m. Let M and F denote the total cost

for basic moves during the inter-service time and the

total cost for basic find, respectively (i.e., the costs

incurred in the IS-41 scheme). Since all location

management schemes will go through the move and

findwhenever a terminating call to a mobile T arrives,

the inter-service time forms the fundamental regen-

erative period for cost analysis, thus we only need to

consider the signaling traffic incurred during this

period. For the IS-41 scheme, whenever the mobile

crosses a RA boundary, a registration is triggered. We

assume that the unit cost for a basic registration (i.e.,

basic move) is m. M will be equal to the product of m

and the average number of registrations incurred

during the inter-service time that is given by

ð1=�cÞ=ð1=�mÞ from Little’s Law, thus M ¼ m=

where 
 ¼ �c=�m.

The basic find operation consists of two parts. The

first part includes the interactions between the origi-

nating switch and the HLR while the second part

includes the interactions between the HLR, the VLR,

the MSC (terminating switch), and the mobile. Thus,

F � m. The basic find will be the paging cost in one

RA. Thus, we obtain the total cost for IS-41 during the

inter-service time is

CIS�41 ¼ M þ F ¼ m



þ F ð9Þ

4.2. Movement-Based Mobility Management (MB)

There are many ways to improve the performance of

the mobility management detailed in the IS-41. To

HLR

Visitor Location Register

Home Location Register

Public Switched Telephone Network

Mobile Switching Center

Base Station

MSCVLR

MSCVLR

PSTN

Fig. 3. Two-tier mobility management architecture [60].
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minimize the signaling traffic due to the location

update while keeping the location information fresh,

we need to determine when we would need location

update. In the current literature, three location update

schemes were proposed and studied [2,10]: distance-

based location update, movement-based location up-

date, and time-based location update. In distance-

based locate update scheme, location update will be

performed when a mobile terminal moves d cells

away from the cell in which the previous location

update was performed, where d is a distance thresh-

old. In the movement-based location update scheme, a

mobile terminal will carry out a location update

whenever the mobile terminal completes d move-

ments between cells (whenever the mobile moves

from one cell to another, we count it as one move),

where d is the movement threshold. In the time-based

location update scheme, the mobile terminal will

update its location every d time units, where d is the

time threshold. It has been shown [10] that the

distance-based location update scheme gives the best

result in terms of signaling traffic, however, it may not

be practical because a mobile terminal has to know its

own position information in the network topology.

The time-based location update scheme is the simplest

to implement, however, unnecessary signaling traffic

may result (imagine a terminal stationary for a long

period may not need to do any update before it

moves). The movement-based location update scheme

seems to be the best choice in terms of signaling traffic

and implementation complexity. We now analyze the

movement-based mobility management scheme here.

4.2.1. Average number of location updates

Let d be the threshold for the movement-based loca-

tion update scheme, that is, a mobile will make a

location update every d crossings of cell boundary

when the mobile does not engage in service. Ob-

viously, the average number of location updates dur-

ing the inter-service time will determine the locate

update cost. So, we first want to find this quantity. We

assume that f(t) denotes the probability density for

the cell residence time (CRT) in this section. All other

notations will remain the same as before. Then, the

average number of location update during an inter-

service time interval under movement-based location

update scheme can be expressed as [3]

NuðdÞ ¼
X1
i¼1

i
Xðiþ1Þd�1

k¼id

	ðkÞ ð10Þ

where 	ðkÞ in this subsection denotes the probability

that a mobile crosses k cells during the inter-service

time. In what follows in this subsection, we present

the computation for NuðdÞ. Let

SðnÞ ¼
Xn�1

k¼1

	ðkÞ

then, from Lemma 4, we obtain

SðnÞ ¼ 1

2�j

Z �þj1

��j1

f �r ðsÞ½1� ðf �ðsÞÞn�1�
s

f �c ð�sÞds

ð11Þ

Moreover, we have

XN
k¼1

SðkdÞ ¼
XN
k¼1

1

2�j

�
Z �þj1

��j1

f �r ðsÞ½1� ðf �ðsÞÞkd�1�
s

f �c ð�sÞds

¼ 1

2�j

Z �þj1

��j1

f �r ðsÞ
s

� N � ðf �ðsÞÞd�1½1� ðf �ðsÞÞNd�
1� ðf �ðsÞÞd

( )
f �c ð�sÞds

ð12Þ

Thus, from Equations (10), (11) and (12), after

some mathematical manipulation (details can be

found in Reference [23]), we obtain

NuðdÞ ¼
X1
i¼1

i Sððiþ 1ÞdÞ � SðidÞ½ �

¼ lim
N!1

XN
i¼1

i Sððiþ 1ÞdÞ � SðidÞ½ �
( )

¼ lim
N!1

NSððN þ 1ÞdÞ �
XN
i¼1

SðidÞ
( )

¼ 1

2�j

Z �þj1

��j1

f �r ðsÞð f �ðsÞÞ
d�1

s½1� ð f �ðsÞÞd�
f �c ð�sÞds

¼ �
X
p2�c

Res
s¼p

f �r ðsÞð f �ðsÞÞ
d�1

s½1� ð f �ðsÞÞd�
f �c ð�sÞ

ð13Þ

where � > 0 is a sufficiently small positive number

and �c is the set of poles of f �c ð�sÞ.
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4.2.2. Tradeoff cost analysis: a case study

In this subsection, we present some results for the

tradeoff analysis under movement-based location up-

date scheme and some paging scheme with the linear

cost functional for illustration purpose.

4.2.2.1. Location update cost. Let m denote the

unit cost for location update (i.e., the cost for a basic

move as in IS-41), then total location update cost is

given by

CuðdÞ ¼ �m
X
p2�c

Res
s¼p

f �r ðsÞð f �ðsÞÞ
d�1

s½1� ð f �ðsÞÞd�
f �c ð�sÞ ð14Þ

4.2.2.2. Paging cost. We consider the paging strat-

egy used in Reference [52] for our case study. Con-

sidering the hexagonal layout for the wireless

network, we assume that all cells are statistically

identical. According to the movement-based location

update scheme, a mobile terminal moves at most d

cells away from the previous position where it per-

forms the last location update. Thus, a mobile term-

inal will surely be located in a cell which is less than d

cell away from the previously reported position. If we

page in the circular area with d cells as radius and with

the previously reported position as the center, then we

can definitely find the mobile terminal. Thus, this

paging scheme is the most conservative among all

paging. If we let P denote the unit cost for each paging

in a cell, the maximum paging cost for this paging

scheme is given by Reference [52]

CpðdÞ ¼ Pð1þ 3dðd � 1ÞÞ ð15Þ

4.2.2.3. Total cost. The unit costs (cost factors) m

and P can be chosen to reflect the significance of the

signaling (which may be significantly different from

each other because they use different network re-

sources). Given m, P, and the movement threshold

d, the total cost for location update and paging will be

given by

CMBðdÞ ¼ CuðdÞ þ CpðdÞ

¼ �m
X
p2�c

Res
s¼p

f �r ðsÞðf �ðsÞÞ
d�1

s½1� ðf �ðsÞÞd�
f �c ð�sÞ

þ Pð1þ 3dðd � 1ÞÞ
ð16Þ

We observe that as long as we find the probability

distributions of cell residence time and inter-service

time, we can find the total cost using Equation (16).

Many numerical results [23] have shown that the cost

function CMBðdÞ is a convex function of d. If this is

true, then we can find the unique optimal threshold d�

to minimize the cost.

4.3. Pointer Forwarding Scheme (PFS)

The PFS modifies the it move and find used in the IS-

41 in the following fashion [41]. When a mobile T
moves from one RA to another, it will inform its local

switch (and VLR) at the new RA, which will then

determine whether to invoke the basic move or the

forwarding move. In the forwarding move, the new

VLR exchanges messages with the old VLR to setup

pointer from the old VLR to the new VLR, but does

not involve the HLR. A subsequent call to the mobile

T from some other switches will invoke the forward-

ing find procedure to locate the mobile: queries the

mobile’s HLR as in the basic find, and obtains a

‘potentially outdated’ pointer to the old VLR, which

will then direct the find to the new VLR using the

pointer to locate the mobile T . To ensure that the time

taken by the forwarding find is within the tolerable

time limit, the length of the chain of the forwarding

pointers must be limited. This can be done by setting

up the threshold for chain length to be a number, say,

K, that is whenever the mobile T crosses K RA

boundaries, it will register itself through the basic

move (i.e., basic registration with HLR). In this way,

the signaling traffic between the mobile and HLR can

be curbed potentially.

To evaluate the performance of this scheme, we

need to quantify the signaling traffic incurring in this

scheme. LetM0 and F0 denote the corresponding costs
for the pointer forwarding scheme during the inter-

service time, in which every K moves will trigger a

new registration, where K is the maximum pointer

chain length. Here, a move means the crossing from

one RA to another. Let S denote the cost of setting up a

forwarding pointer between VLRs during a pointer

forwarding move and let T denote the cost of traver-

sing a forwarding pointer between VLRs during a

pointer forwarding find. We first derive M0 and F0.
Suppose that a mobile T crosses i RA boundaries

during the inter-service time, then there are i� bi=Kc
pointer creations (every K moves require K � 1 poin-

ter creations) and the HLR is updated bi=Kc times

(with pointer forwarding because the mobile T reg-

isters every Kth move). Here, we use bxc to denote the
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floor function, that is, the largest integer not exceeding

x. Let f ðtÞ and f �ðsÞ denote the probability density

function and its corresponding L-S transform of the

RA residence time (RRT). Let 	ðkÞ denote the prob-

ability that the mobile crosses k RAs during the inter-

service time. Then, we obtain

M0 ¼
X1
i¼0

i� i

K

� �� �
Sþ i

K

� �
m

� �
	ðiÞ

¼ S
X1
i¼0

i	ðiÞ þ ðm� SÞ
X1
i¼0

i

K

� �
	ðiÞ

¼ S
X1
i¼0

i	ðiÞ þ ðm� SÞ
X1
r¼0

r
Xðrþ1ÞK�1

i¼rK

	ðiÞ
 !

ð17Þ

Let

�ðKÞ ¼
X1
r¼1

r
Xðrþ1ÞK�1

i¼rK

	ðiÞ
 !

SðnÞ ¼
Xn�1

k¼1

	ðkÞ

then, from Lemma 4, we obtain

SðnÞ ¼ 1

2�j

Z �þj1

��j1

f �r ðsÞ½1� ðf �ðsÞÞn�1�
s

f �c ð�sÞds

XN
i¼1

sðiKÞ ¼ 1

2�j

Z �þj1

��j1

f �r ðsÞ
s

� N � ð f �ðsÞÞK�1½1� ð f �ðsÞÞNK �
1� ð f �ðsÞÞK

( )
f �c ð�sÞds

and

�ðKÞ ¼
X1
r¼1

r Sððr þ 1ÞKÞ � SðrKÞ½ �

¼ 1

2�j

Z �þj1

��j1

f �r ðsÞð f �ðsÞÞ
K�1

s½1� ð f �ðsÞÞK �
f �c ð�sÞds

ð18Þ

Noticing that �ð1Þ ¼
P1

i¼0 i	ðiÞ, from

Equation (17), we obtain

M0 ¼ S�ð1Þ þ ðm� SÞ�ðKÞ

¼ 1

2�j

Z �þj1

��j1

Sf �r ðsÞ
s½1� f �ðsÞ�

�

þðm� SÞf �r ðsÞð f �ðsÞÞ
K�1

s½1� ð f �ðsÞÞK �

#
f �c ð�sÞds

Next, we derive F0. After the last basic move

operation (if any), the mobile T crosses n ¼
i� Kbi=Kc RA boundaries. Let �ðnÞ denote the

number of pointers to be tracked in order to find the

mobile T in the pointer forwarding find operation. If

the mobile visits a RA more than once (i.e., a ‘loop’

exists among n moves), then �ðnÞ may not need to

trace n pointers, thus, �ðnÞ � n. From this argument

and applying Lemma 3, we obtain

F0 ¼
X1
i¼0

T� i� K
i

K

� �� �
	ðiÞ þ F

¼ T
X1
r¼0

XK�1

k¼0

�ðkÞ	ðrK þ kÞ þ F

¼ T
XK�1

k¼0

�ðkÞ
X1
r¼0

	ðrK þ kÞ
 !

þ F

¼ T
XK�1

k¼0

�ðkÞ 1

2�j

�
Z �þj1

��j1

f �r ðsÞ½1� f �ðsÞ�ð f �ðsÞÞk�1

s½1� ð f �ðsÞÞK �
f �c ð�sÞdsþ F

¼ T

2�j

Z �þj1

��j1

f �r ðsÞ½1� f �ðsÞ�
s½1� ð f �ðsÞÞK �

�
XK�1

k¼0

�ðkÞðf �ðsÞÞk�1

 !
f �c ð�sÞdsþ F

Applying the Residue Theorem [57], we finally arrive at

M0 ¼ 1

2�j

Z �þj1

��j1
h1ðsÞf �c ð�sÞds

¼ �
X
p2�c

Res
s¼p

h1ðsÞf �c ð�sÞ

F0 ¼ F þ T

2�j

Z �þj1

��j1
h2ðsÞf �c ð�sÞds

¼ F �
X
p2�c

Res
s¼p

h2ðsÞf �c ð�sÞ

where �c denotes the set of poles of f
�
c ð�sÞ and

h1ðsÞ ¼
Sf �r ðsÞ

s½1� f �ðsÞ� þ
ðm� SÞf �r ðsÞð f �ðsÞÞ

K�1

s½1� ðf �ðsÞÞK �

" #

h2ðsÞ ¼
f �r ðsÞ½1� f �ðsÞ�
s½1� ð f �ðsÞÞK �

XK�1

k¼0

�ðkÞðf �ðsÞÞk�1

 !
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The worst case for F0 would be when all pointers

are traced, that is, when �ðnÞ ¼ n. In this case, we

have the following result:

F0 ¼ F þ T

2�j

Z �þj1

��j1

f �r ðsÞ½1� f �ðsÞ�
s½1� ð f �ðsÞÞK �

�
XK�1

k¼0

kð f �ðsÞÞk�1

 !
f �c ð�sÞds

¼ F � T
X
p2�c

Res
s¼p

h3ðsÞf �c ð�sÞ

where

h3ðsÞ ¼
f �r ðsÞ½1� Kð f �ðsÞÞK�1 þ ðK � 1Þð f �ðsÞÞK

s½1� ð f �ðsÞÞK �½1� f �ðsÞ�

Thus, the total cost for PFS during the inter-service

time can be computed as follows:

CPFS ¼ M0 þ F0 ¼ F þ 1

2�j

Z �þj1

��j1
gðsÞf �c ð�sÞds

¼ F �
X
p2�c

Res
s¼p

gðsÞf �c ð�sÞ

ð19Þ

where

gðsÞ ¼ Sf �r ðsÞ
s½1� f �ðsÞ� þ

ðm� SÞf �r ðsÞð f �ðsÞÞ
K�1

s½1� ð f �ðsÞÞK �

þ Tf �r ðsÞ½1� f �ðsÞ�
s½1� ð f �ðsÞÞK �

XK�1

k¼0

�ðkÞ
 !

4.4. Two Location Algorithm (TLA)

In the TLA [59], a mobile T has a small built-in

memory to store the addresses for the two most

recently visited RAs. The record of T in the HLR

also has an extra field to store the two corresponding

locations. The first memory location stores the most

recently visited RA. The TLA guarantees that the

mobile T is in one of the two locations. When

the mobile T joins the network, it registers with the

network and stores the location in its memory and

updates the HLR with its location. When the mobile T
moves to another registration area, it checks whether

the RA is in the memory or not. If the new RA is not in

the memory, the most recently visited (MRV) RA in

the memory is moved to the second memory entry

while the new RA is stored in the MRV position in the

memory of T . At the same time, a registration opera-

tion is performed to make the same modification in the

HLR record. If the address for the new RA is already

in the memory, swaps the two locations in the memory

of T and no registration is needed and no action is

taken in HLR record. Thus, in TLA, no registration is

performed when a mobile moves back and forth in two

locations. The consequence is that the location entries

in the mobile and HLR may not be exactly the same:

the MRV RA in HLR may not be the MRV RA in

reality!

When a call arrives for the mobile T , the two

addresses are used to find the actual location of the

mobile T . The order of the addresses used to locate T
will affect the performance of the algorithm. If T is

located in the first try (i.e., a location hit), then the find

cost is the same as the one in IS-41 scheme. Other-

wise, the second try (due to the location miss in the

first try) will find T , which incurs additional cost.

Thus, the probability that the HLR has a location miss

for a call setup, say, w, is important to capture the

signaling traffic. In Reference [59], this probability is

derived under the assumption that the inter-service

time is exponential. In Reference [24], we obtain more

general analytical results under the assumption that

the inter-service time is generally distributed and

carry out the cost analysis for the TLA, which we

will elaborate next.

From the argument in Reference [59], ð1� !Þ is the
probability that the HLR has the correct view of the

latest visited RAwhen a call arrives (i.e., a location hit

occurs and the find cost for TLA is the same as that for

IS-41). A location hit occurs either when the mobile has

not moved since last served call arrival, or when the last

location update is followed by an even number ofmoves

during the inter-service time, or when there are an even

number of moves with no location update during the

inter-service time. Here, in this subsection, a move

means a boundary crossing from one RA to another.

Let w1 denote the probability that there is no move

during the inter-service time, let w2 denote the prob-

ability that the last served call is followed by an even

number of moves without location update during the

inter-service time, and let w3 denote the probability that

there are an even number of moves without location

update during the inter-service time. Then, we have

1� w ¼ w1 þ w2 þ w3, that is, w ¼ 1� w1 � w2�
w3. Let f ðtÞ denote the probability density function

for the RRTand other related notations remain the same

as before. Let 	ðkÞ denote again the probability that a
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mobile user crosses k RA boundaries during the inter-

service time. For w1, we have

w1 ¼ Prðr1 � tcÞ ¼ 	ð0Þ ð20Þ

Let � denote the probability of a move without

location update. Let w2ðKÞ denote the probability that
the last registration followed by an even number of

moves without location update during the inter-

service time given that there are K moves (RA cross-

ings) during the inter-service time. We can easily

obtain that [59]

w2ðKÞ ¼ ð1� �Þ
XbðK�1Þ=2c

i¼0

�2i

¼ 1� �2bðK�1Þ=2cþ2

1þ �
;K > 0

where bxc indicates the floor function, that is, the

largest integer not exceeding x. Noticing that

w2ð2iþ 2Þ ¼ w2ð2iþ 1Þ for i � 0, we have

w2 ¼
X1
K¼1

w2ðKÞ	ðKÞ

¼
X1
i¼0

w2ð2iþ 1Þ½	ð2iþ 1Þ þ 	ð2iþ 2Þ�

¼ 1

1þ �

X1
i¼1

ð1� �2iÞ½	ð2i� 1Þ þ 	ð2iÞ�

ð21Þ

The probability w3 can be computed as follows:

w3 ¼
X1
i¼1

�2i	ð2iÞ

Thus, applying Lemma 3 and after some mathemati-

cal manipulations similar to the techniques we used

for PFS (the details can be found in Reference [24],

we obtain

w ¼ 1� w1 � w2 � w3 ¼ 1� 	ð0Þ � 1

1þ �

� ð1� 	ð0ÞÞ þ 1

1þ �

X1
i¼1

�2i � �

1þ �

X1
i¼1

�2i	ð2iÞ

¼ �

1þ �
� �

ð1þ �Þ2�j

Z �þj1

��j1

1� f �r ðsÞ
s

f �c ð�sÞds

þ �2

ð1þ �Þ2�j

Z �þj1

��j1

f �r ðsÞ½1� f �ðsÞ�
s½1� �2f �2ðsÞ� f

�
c ð�sÞds

� �3

ð1þ �Þ2�j

Z �þj1

��j1

f �r ðsÞ½1� f �ðsÞ�f �ðsÞ
s½1� �2f �2ðsÞ� f �c ð�sÞds

¼ 1

2�j

Z �þj1

��j1

�f �r ðsÞ
s½1þ �f �ðsÞ� f

�
c ð�sÞds

ð22Þ

Now, we are ready to carry out the cost analysis for

TLA. We still assume that the cost for basic move is m

and the cost for the basic find is F. The basic find

consists of two parts: the first part is the message

exchange from a mobile to the HLR, which is more or

less the cost for the basic move; the second part is the

message forwarding from the HLR to the callee plus

the possible terminal paging. Hence, usually we have

F � m and the cost for the second part in the basic find

is F � m. Suppose that the mobile moves across K

RAs during the inter-service time. The conditional

probability Pr½I ¼ ijK� that i location update opera-

tions are performed among the K moves has a

Bernoulli distribution:

Pr½I ¼ i jK� ¼ K

i

� �
�K�ið1� �Þi

where � is the probability that when a mobile

T moves, the new RA address is in the mobile’s

memory. Then the average number of location

update during the inter-service time for TLA is given

by

nTLA ¼
X1
K¼0

XK
i¼0

iPr½I ¼ i jK�	ðKÞ

¼
X1
K¼0

XK
i¼0

i
K

i

� �
�K�i�i

 !
	ðKÞ

¼
X1
K¼0

Kð1� �Þ	ðKÞ ¼ ð1� �Þ�ð1Þ

¼ 1� �

2�j

Z �þj1

��j1

f �r ðsÞ
s½1� f �ðsÞ� f

�
c ð�sÞds

¼ �ð1� �Þ
X
p2�c

Res
s¼p

f �r ðsÞ
s½1� f �ðsÞ� f

�
c ð�sÞ

ð23Þ

where we have used Equation (18). Thus, the total

cost for registration during inter-service time is

c1 ¼ mnTLA.

For the operations of the second part in the basic

find for TLA, if we have a location hit (i.e., the

location entries in the memories of both HLR and

the mobile are identical), the find cost will be the same

as in basic find; if there is a location miss, extra cost

from HLR to the VLR (second part of the basic find

operation) will incur, thus the total cost for the find

operation in TLA will be

c2 ¼ ð1� !ÞF þ !½F þ ðF � mÞ� ¼ F þ ðF � mÞ!

882 Y. FANG

Copyright # 2005 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2005; 5:867–885



Thus, the total signaling cost during the inter-

service time for TLA is given by

CTLA ¼ c1 þ c2 ¼ �nTLA þ F þ ðF � mÞ!

¼ F þ 1

2�j

Z �þj1

��j1
qðsÞf �c ð�sÞds

¼ F �
X
p2�c

Res
s¼p

qðsÞf �c ð�sÞ

ð24Þ

where �c is the set of poles of f
�
c ð�sÞ and

qðsÞ ¼ ð1� �Þm
s½1� f �ðsÞ� þ

ðF � mÞ�
s½1þ �f �ðsÞ�

� �
f �r ðsÞ

5. Conclusions

In this paper, we discuss a newly developed analytical

method for the performance evaluation of wireless

cellular networks. Under very general assumption on

distributions of time variables, we can derive analy-

tical formulae for many performance metrics for call

connection performance and mobility management

schemes. We hope this survey will enrich the literature

of performance evaluation and provide some analy-

tical tools for the design of future wireless networks.
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