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VO I C E O V E R WIRELESS LOCAL AREA NETWORK

INTRODUCTION
In recent years there has been extensive growth
in voice over Internet Protocol (VoIP) in the
world. VoIP delivers voice packets over the
Internet and hence greatly reduces costs com-
pared to expensive voice calls through the tradi-
tional public switched telephone network
(PSTN). So far, VoIP is almost limited to the
wired part. However, in the near future VoIP is
expected to be extended from the Internet to
the wireless domain via wireless local access
networks (WLANs), due to the diminishing cost
of IEEE 802.11 [1] based wireless local access
and the increasing deployment of WLANs. Fur-
thermore, some dual-mode cellular and Wi-Fi
phone handsets produced recently can switch a
cell phone call through cellular networks to a
wireless VoIP call through WLANs to reduce
the cost. These applications require WLANs to
be able to support the strict quality of service
(QoS) requirements of voice services. As
defined in International Telecommunication
Union — Telecommunication Standardization

Sector (ITU-T) G.114 [2], for real-time services
the tolerable packet loss rate is 1~3 percent,
and the one-way transmission delay is preferably
shorter than 150 ms but should be no longer
than 400 ms.

However, many challenges remain in voice
over WLAN (VoWLAN). It is well known that
widely deployed IEEE 802.11 WLANs employ a
contention-based medium access control (MAC)
protocol, the distributed coordination function
(DCF). DCF enables fast installation with mini-
mal management and maintenance costs.
Although DCF can well support best effort traf-
fic, it may introduce arbitrarily large delay and
delay jitters; thus, it is unsuitable for real-time
applications with strict QoS requirements. In
addition, unlike cellular networks where dedicat-
ed channels are assigned to voice traffic, voice
packets in WLANs are multiplexed with data
traffic. DCF leaves voice streams unprotected.
When the best effort traffic load increases, the
QoS of VoWLAN could be severely degraded. It
is a challenging task to provide QoS for voice
traffic while maintaining as high throughput as
possible for best effort traffic.

In order to provide QoS for VoWLAN, two
QoS mechanisms are necessary: one is call
admission control, and the other is distributed
channel access control. Call admission control
[3–8] normally runs at the access point (AP) and
on a call level timescale. The call admission
decision is made such that it is feasible (via arbi-
trary distributed channel access) to provide QoS
for all existing voice streams and the newly
requested voice stream. Distributed channel
access control runs at the mobile stations and on
a packet level timescale. Each mobile station
needs to contend for the shared channel before
transmission. To provide a better QoS level for
real-time services, many schemes [9] assign dif-
ferent priorities to real-time traffic and non-real-
time traffic. Enhanced Distributed Channel
Access (EDCA) defined in IEEE 802.11e [10]
supports four access categories (ACs), each of
which achieves differentiated channel access by
varying the interframe space, and the initial and
maximum window sizes for backoff procedures.
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Although significant research efforts have
been made on QoS provisioning in WLANs, two
issues are still not well addressed. First, if dis-
tributed channel access control is adopted, only
service differentiation can be supported; hence,
there is no QoS guarantee. Second, most of the
existing schemes (including 802.11e EDCA)
require the upgrade/replacement of hardware in
both APs and mobile stations. Since a lot of
DCF-based APs and mobile stations have
already been deployed, implementation of such
schemes is not practical. Yu et al. [11] provided
an initial study of this problem and proposed a
dual queue strategy, which runs at the MAC
layer and does not require modification of the
existing hardware. However, it cannot provide
QoS guarantee for VoIP flows since best effort
traffic is not regulated based on the global traffic
condition.

One natural question arises: can we support
better QoS than differentiated services for VoIP
calls with the widely deployed DCF while achiev-
ing high channel utilization? Our previous theo-
retical studies [12, 13] show that in the IEEE
DCF protocol, the strict delay and delay jitter
requirements can be statistically guaranteed if
the instantaneous aggregate traffic contending
for the channel can be controlled below network
capacity. Under this condition, the collision prob-
ability is small, and the MAC delay is short
enough to support voice calls. If the arriving traf-
fic is heavier than the capacity, the WLAN enters
saturation, resulting in a significant increase in
delay and a decrease in throughput; on the other
hand, if the arriving traffic is less than the capaci-
ty, channel capacity is wasted. In reality, however,
to tune the network to operate at the optimum
point requires an effective and efficient control
algorithm to regulate input traffic.

In this article we propose a novel call admis-
sion and rate control scheme to provide statisti-
cal QoS guarantees for VoIP calls. The call
admission control mechanism regulates voice
traffic to efficiently coordinate the medium con-
tention among voice sources. The rate control
mechanism regulates non-voice traffic to control
its impact on the performance of voice traffic.
One nice feature of our scheme is that it runs on
top of the 802.11 MAC protocol; no modifica-
tion of the firmware of an existing MAC con-
troller chip is needed; it can be considered a
software upgrade approach to provide limited
QoS for VoWLAN. Extensive simulations
demonstrate that the proposed schemes can well
support statistical QoS guarantees for voice traf-
fic and maintain high throughput for non-voice
traffic at the same time.

A CALL ADMISSION AND
RATE CONTROL SCHEME

OVERVIEW

In essence, the call admission and rate control
(CARC) scheme is responsible for determining
when and how packets are passed from the
shared outgoing queue to the MAC layer to con-
tend for the shared channel. Therefore, CARC
can be considered a control entity lying on top

of the MAC sublayer protocol. In this section we
first describe the design rationale of CARC and
introduce a novel metric, the channel busyness
ratio, as the network status indicator to facilitate
CARC. Then we present the call admission con-
trol and rate control mechanisms, respectively.

DESIGN RATIONALE AND
CHANNEL BUSYNESS RATIO

In our previous work [12] we have shown
through both theoretical and simulation studies
that there is an optimal operating point for
IEEE 802.11 DCF. At this point, which corre-
sponds to a certain amount of arriving traffic,
the MAC protocol can satisfy the QoS require-
ments of real-time traffic and achieve maximal
channel utilization at the same time. If the arriv-
ing traffic is heavier than this threshold, the
WLAN quickly enters the saturation state, and
the collision probability becomes large, especial-
ly when the number of users is large, followed by
a significant increase in delay and a decrease in
throughput. On the other hand, if the arriving
traffic is less than this threshold, the collision
probability is small, but channel bandwidth is
wasted. Therefore, an effective and efficient con-
trol algorithm is required to regulate the input
traffic. The algorithm should guarantee that the
aggregate traffic rate arriving at the MAC layer
is less than or equal to this threshold to provide
the required QoS level for voice traffic. It shall
also allow the aggregate traffic rate arriving at
the MAC layer to be very close or equal to this
threshold to maximize the throughput of non-
voice traffic (e.g., best effort traffic).

The proposed CARC scheme utilizes the
channel busyness ratio as the control metric. The
channel busyness ratio Rb is the ratio of the time
the channel is determined to be busy to the total
time. The channel busyness time consists of peri-
ods of both successful transmissions and colli-
sions. Let Rs denote the channel utilization,
which is the ratio of successful transmission peri-
ods to the total time. When the WLAN works at
the optimal point, the collision probability is
small, Rb ≈ Rs, and Rb is relatively stable around
0.90 (without request/clear to send, RTS/CTS)
or 0.95 (with RTS/CTS) independent of packet
size and number of users. Let BU denote the
channel utilization corresponding to the optimal
point. CARC should maintain Rb close to BU to
guarantee both a good QoS level and high aggre-
gate throughput.

Figure 1 presents some simulation and ana-
lytical results [12] that illustrate the performance
of throughput, delay, and delay variation as a
function of the channel busyness ratio when
RTS/CTS is used. Every node initiates an identi-
cal User Datagram Protocol (UDP)/constant bit
rate (CBR) traffic flow to a randomly selected
neighbor. Different points in Fig. 1 correspond
to different sending rates of flows. It can be seen
that there is a turning point in all the curves
where the channel busyness ratio is about 0.95.
Before that point, the throughput keeps increas-
ing; the delay (including queuing delay, channel
contention time, and transmission time) and
delay variation only slightly increase and are
small enough to support real-time traffic. After
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that point, the throughput drops quickly, and the
delay and delay variation increase dramatically.
Clearly, this turning point is the optimal operat-
ing point around which the network should be
tuned to operate. The network status is known
by keeping track of the channel busyness ratio;
hence, it can be used to facilitate the regulation
of total input traffic to support QoS.

The channel busyness ratio can also easily be
measured in the IEEE 802.11 MAC protocol.
There is already a function to determine whether
the channel is busy or not at each node. The
channel is considered busy whenever the node
under consideration is receiving or transmitting,
or the network allocation vector (NAV) or phys-
ical carrier sensing indicates a busy channel. The
channel busyness ratio is equal to the ratio of
the sum of all the busy periods to the observa-
tion period.

CALL ADMISSION CONTROL
The call admission control (CAC) mechanism
admits or rejects new voice calls and shall guar-
antee the QoS level of the admitted calls. In
CARC the AP of the WLAN makes the admis-
sion decision for each voice call.

CAC admits a new voice call only if the
requested resource is available. Here we set an
upper bound, denoted BM, for bandwidth reser-
vation of voice traffic. In our studies we set BM
to 80 percent (it could be adjusted depending on
traffic composition) of the maximum channel
utilization BU of the WLAN. This ensures that
best effort traffic is operational all the time
because best effort traffic is entitled to at least
20 percent of the channel throughput.

The bandwidth requirement of a voice call is
characterized by three parameters, (r, rpeak, l),
where r is the average rate and rpeak is the peak
rate, both in bits per second, and l is the aver-
age packet length in bits. For a call with CBR, r
= rpeak. For a call with variable bit rate (VBR),
r < rpeak. To conduct admission control, we
need to convert the traffic rate to the channel
utilization u (i.e., the channel time the flow will
occupy),

(1)

where Tsuc is the transmission time of one pack-
et including RTS, CTS, DATA, and acknowledg-
ment (ACK), and all necessary interframe
spacings; that is, short interframe space (SIFS)
and DCF IFS (DIFS). Thus, (u, upeak) specify a
voice flow’s bandwidth requirement.

At the AP of the WLAN, the total bandwidth
occupied by all admitted voice flows is recorded
in two parameters, say the aggregate (u, upeak),
denoted by (uA, upeakA). They are updated when
a voice flow joins or leaves through the following
admission procedure.

When receiving a voice call request from its
application layer, a node must convert the band-
width requirement into the form of (u, upeak)
and send a request with this requirement to the
AP, notifying the AP that it wants to establish a
voice flow. The AP examines whether there is
enough resource to accommodate the new flow.
Specifically, it carries out the following proce-
dures:

u
r
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l
Tsuc peak
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suc= × = ×, ,

nFigure 1. Throughput and delay performance when there are 50 active nodes
and payload size is 8000 bits, channel busyness ratio vs.: a) normalized
throughput; b) mean of delay (s); c) standard deviation of delay (s).
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• If uA + u ≤ BM and upeakA + upeak ≤ BU, the
AP issues a connection admitted message, and
updates (uA, upeakA) with (uA + u, upeakA +
upeak).

• Otherwise, the AP issues a connection rejected
message to the requesting node.
When a voice flow ends, the source node of

the flow should issue a connection terminated
message to the AP; the latter updates (uA,
upeakA) and responds with a termination con-
firmed message. The AP can also enable a
mechanism to release the resource issued to a
voice flow when it has no activity for a long
time.

To combat the unreliable wireless channel,
each node needs to consider the average packet
error rate pe when calculating the bandwidth
requirement, using u/(1 – pe) and upeak/(1 – pe)
instead of the original value of u and upeak in the
request message. The factor (1 – pe) is used
because pe of the entire transmission will fail.
Here, we do not consider collision because
CARC can well control the number of simulta-
neously contending nodes at the MAC layer to
maintain a very small collision probability.

To ensure short delay of voice packets, they
are assigned the highest priority in the outgoing
interface queue, which means they are always
put at the front of the queue. All control mes-
sages related to connection admission and termi-
nation are transmitted as best effort traffic.
However, they have higher priority than ordinary
best effort packets. In this way CARC makes
sure that these messages can be transmitted
promptly while not affecting the admitted voice
flows. Furthermore, when the admitted flows
generate more packets than they should, CARC
regards these packets as ordinary best effort
traffic and will drop them when there is not
enough queue space to store them.

RATE CONTROL
The rate control (RC) mechanism regulates the
packet sending rate at which the best effort
packets are delivered to the MAC layer to con-
tend for the shared channel. RC must ensure
that best effort traffic does not affect the QoS
level of the admitted real-time traffic but has
access to the residual bandwidth left by real-time
traffic in order to efficiently utilize the channel.

To satisfy the above requirements, we pro-
pose a simple and effective RC scheme for the
best effort traffic at each node. Let s (0 < s < 1)
denote the allowed share of the channel time at
one node. It is set as sstart initially and is dynami-
cally adjusted by RC. Let tp be the time a suc-
cessful transmission of packet p will last over the
channel. tp should include the transmission time
of DATA and ACK frames as well as SIFS and
DIFS. If RTS/CTS are used, tp should also
include the transmission time of RTS and CTS.
With knowledge of s and tp, RC can calculate
the scheduled interval T, the time between two
consecutive packets that RC passes to the MAC
layer, as

(2)

After the MAC layer finishes transmission of
the packet, RC updates s as the currently achiev-

able share, that is, the ratio of tp to the interval
from the time when the MAC layer finishes the
last transmission to the current time. To effi-
ciently utilize the channel resource, RC further
updates s according to the observed channel
busyness ratio measured during the interval
between two consecutive packets RC passes to
the MAC layer. If the channel busyness ratio is
smaller than BU, it means the channel utilization
is small and hence RC should increase s. If the
channel busyness ratio is larger than BU, it means
the channel is too busy and hence RC should
decrease s to alleviate the chance of collision.

When the channel busyness ratio Rb is less
than BM, the channel is regarded as underloaded
in RC. RC adopts a multiplicative-increase law
to adjust s, multiplying s by the ratio of BU to Rb:

(3)

It is a very aggressive increase law, and the chan-
nel busyness ratio will quickly converge to BU.

When Rb is larger than or equal to BM and
less than BU, the channel is regarded as moder-
ately loaded in RC. RC adopts an additive-
increase law to adjust s, adding s by tp/sδ:

(4)

where δ is the increase factor. Notice that tp/s is
the scheduled interval between two consecutive
packets passed to the MAC layer. The increase
amount of s is proportional to the length of
time, and each node will increase its own s by
approximately the same amount after the same
period. Therefore, RC achieves fair allocation of
available channel resource regardless of the cur-
rent value of s.

When Rb is larger than or equal to BU, the
channel is regarded as heavily loaded. RC adopts
a multiplicative-decrease law to adjust s, multi-
plying s by γ × BU/Rb:

(5)

where γ is the decrease factor and 0 < γ ≤ 1. The
factor BU/Rb is to adjust the channel utilization
around BU.

The additive-increase and multiplicative
decrease (AIMD) algorithm when Rb ≥ BM can
achieve high channel utilization and also good
fairness among all the nodes. The values of δ
and γ impact the convergence speed of both the
efficiency and fairness. In our simulation studies
we set δ = 0.05 and γ = 0.95, and

which constantly exhibit good performance.
To alleviate packet collision as much as possi-

ble and yield channel access opportunity to more
urgent real-time traffic, RC also adopts a packet
defer procedure. At the scheduled packet sending
time, the channel may still be very busy because
there may already be some nodes concurrently
contending for the shared channel at the MAC
layer. In this case RC will defer the delivery of
the packet to the MAC layer. Specifically, when
the scheduled sending time expires, RC checks
the observed channel busyness ratio Rb during
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time period Ts, which starts at the time instant
when the last packet is sent to the MAC layer. If
it is larger than BU, an additional delay Td will
be scheduled before passing a packet to the
MAC layer, and

Td = Ts (Rb – BU)/BU. (6)

If Rb is not larger than BU, RC will immediately
pass the packet to the MAC layer.

Before ending this section, we make a few
remarks about the proposed RC scheme. In gen-
eral, the instantaneous traffic rate of real-time
services can fluctuate from time to time. When
the real-time traffic rate decreases, RC should
increase the sending rate of non-real-time or
best effort traffic. This is achieved by the multi-
plicative-increase law when Rb < BM and the
additive-increase law when BM ≤ Rb < BU. When
the real-time traffic rate increases, RC should
decrease the sending rate of non-real-time or
best effort traffic. In this case the real-time
packets will occupy the shared channel. The
nodes with best effort packets will observe a
busy channel and hence defer the packets
through the packet defer procedure. This can
effectively reduce collisions from best effort traf-
fic and release the channel resource to real-time
traffic. Therefore, RC can dynamically adjust the
sending rate of non-real-time traffic to accom-
modate fluctuating real-time traffic, and accord-
ingly effectively control the impact of
non-real-time traffic on real-time traffic to pro-
vide the required QoS level as well as high chan-
nel utilization.

PERFORMANCE EVALUATION

In this section we demonstrate through extensive
simulations that CARC can provide QoS guar-
antees for VoIP flows. The simulation results
also show that CARC over 802.11b can support
many more VoIP flows than 802.11e and achieve
much higher throughput for other traffic as well.

SIMULATION SETUP
To evaluate the performance of the proposed
CARC scheme, we conduct simulations in the
widely used network simulation tool ns2 (v.
2.27), which we have extended with a CARC
module.

In the simulations there are 300 nodes in the
WLAN. The parameters of the DCF and
enhanced DCF (EDCF) protocols conform to
the default settings in the IEEE 802.11b stan-
dard and IEEE 802.11e draft [10]. Specifically,
in DCF, DIFS = 50 µs, CWmin = 31, and CWmax
= 1023. In EDCF, the voice traffic is assigned to
AC 3 with the highest priority, and arbitrary dis-
tributed IFS (AIFS) AIFS[3] = 50 µs, CWmin =
3, and CWmax = 15; the background traffic is
assigned to AC 0 with the lowest priority, and
AIFS[0] = 140 µs, CWmin = 15, and CWmax =
1023. In the simulation a number of greedy CBR
traffic flows are introduced as background traf-
fic. Each simulation run lasts 300 s. RTS, CTS,
and ACK frames are transmitted at a basic rate
of 1 Mb/s. DATA frames are transmitted at the
channel rate, 11 Mb/s.

We adopt an on/off traffic model for voice
traffic. The on and off periods are exponentiallynFigure 2. Throughput and channel utilization.
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distributed with an average value of 300 ms
each. During the off periods, there are no voice
packets generated. During the on periods, voice
packets of each one-way voice flow are generat-
ed at a rate of 32 kb/s with a packet size of 160
bytes. For best effort traffic we use the greedy
CBR model: there are always best effort packets
in the outgoing interface queue. Each best effort
packet has a length of 1000 bytes. During the
simulation, the RTS/CTS mechanism is used for
best effort packets, but not for voice packets
because of its short length and relatively large
overhead.

In the following simulation we simulate four
sets of protocol combinations: 802.11b without
CARC, 802.11e without CARC, CARC over
802.11b, and CARC over 802.11e; these are
denoted by 802.11b, 802.11e, CARC+802.11b,
and CARC+802.11e in the following subsections
and figures, respectively.

PERFORMANCE WITH A
DIFFERENT NUMBER OF VOICE FLOWS

In the first set of simulations there are 50 greedy
best effort flows. A new voice flow is periodically
added every other 10 s to observe the impact of
a new flow on the performance of existing flows.
We also disable the admission control part in
CARC to find the maximum number of voice
flows CARC can support.

Figure 2a shows the throughput of voice traf-
fic. We can observe that CARC over 802.11b
can support 76 voice flows, which is 28.8  per-
cent more than 59 voice flows in 802.11e with
and without the CARC scheme. Since 802.11b
itself is incapable of controlling the collisions
between voice packets and other packets, it can-
not support bandwidth requirements for any
voice flow when there is some greedy back-
ground traffic.

Figure 2b shows the throughput of greedy
traffic. It demonstrates that CARC over 802.11b
can support much higher throughput for traffic

other than VoIP flows and effectively differenti-
ate the voice traffic from other traffic without a
differentiated channel access mechanism at the
MAC layer. We can observe that 802.11e has the
lowest throughput for greedy traffic because
greedy traffic has a lower priority to access the
channel. CARC can improve the throughput of
greedy traffic by up to 20 percent for 802.11e.
CARC over 802.11b always has higher through-
put for greedy traffic than the previous two
cases. When the traffic load of voice flows is
higher than the network capacity (i.e., the num-
ber of voice flows is larger than 76), the back-
ground traffic yields all channel access to voice
traffic like 802.11e does, which demonstrates
that CARC can also effectively provide higher
priority for voice traffic. For 802.11b, since it
does not differentiate voice traffic from greedy
traffic, it gets through more throughput for
greedy traffic than others with a sacrifice of
voice throughput when the number of voice
flows is larger than 20~30.

Figure 2c shows the channel utilization. It
shows that CARC over 802.11b can be more
efficient to utilize the channel resource. Here,
channel utilization is calculated by summing up
the successful transmission channel time divided
by the total channel time. 802.11e has a small
start for the channel utilization when the num-
ber of voice flows increases. CARC over 802.11e
overcomes this problem and has up to 20 per-
cent higher channel utilization than 802.11e
itself. CARC over 802.11b has even higher chan-
nel utilization than 802.11e with and without
CARC, and it has 14 percent higher channel uti-
lization than 802.11b when the number of voice
flows is smaller than 76. When this number is
larger than 76, the dramatic decrease of channel
utilization in CARC over 802.11b is because of
the increased channel contention among voice
flows.

Now let us study the delay performance.
From Fig. 3a, we can observe that 802.11b can-
not provide the required delay performance for

nFigure 3. Mean and standard deviation (SD) of delay for voice packets.
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voice flows because the average value and stan-
dard deviation of delay are on a timescale of
seconds. In CARC over 802.11b, they ranges
from several milliseconds to about 30 ms when
there are less than 76 voice flows. Figure 3b
shows that 802.11e with and without CARC has
similar average delay and delay variation.

Figure 4 shows the delay of all voice packets
belonging to the first voice flow. In 802.11b, all
packets have a delay in seconds. During 0–760 s
in CARC over 802.11b, there are only several
packets with a delay larger than 150 ms, no
packets with a delay larger than 400 ms, less
than 3 percent voice packets with a delay larger
than 40.6 ms, and less than 1  percent voice
packets with a delay larger than 81.1 ms. From
these results, we can conclude that CARC over

802.11b can guarantee the QoS requirements for
voice flows. CARC over 802.11b can support
many more voice flows than 802.11b, 802.11e,
and CARC over 802.11e. Furthermore, CARC
over 802.11b also achieves much higher channel
utilization than the other cases and allows non-
real-time traffic to fully utilize the channel
resource left over by real-time traffic.

If the CAC scheme is enabled in CARC
over 802.11b, there will be a total of 52 voice
flows that can be admitted in the WLAN. This
number can be calculated as follows. Each
voice packet consumes 707.27 µs channel time
for a successful transmission, consisting of a
DATA frame, an ACK frame, a SIFS period,
and a DIFS period. During the on period of
the voice traffic model, the peak rate is 32 kb/s
(25 packets/s). By multiplying 707.27 µs by 25,
we obtain (u, upeak) = (0.00884, 0.01769) for
each voice flow. In the simulation we set BU =
0.92. Thus, the CARC scheme will admit 52
flows because 52 × 0.01769 = 0.91945 and
rejects incoming voice calls thereafter. These
results follow the admission tests from earlier,
which have two features: one is to provide QoS
guarantee for admitted voice flows; the other is
to always allow the best effort traffic to obtain
a certain throughput.

PERFORMANCE WITH A DIFFERENT NUMBER OF
GREEDY TRAFFIC FLOWS

In this set of simulations, there are 30 voice
flows at the beginning, and one greedy CBR
source node is added every other 10 s.

Figure 5 illustrates that delay in 802.11b
quickly increases along with the number of
greedy traffic flows while in 802.11e, CARC over
802.11b and CARC over 802.11e, both mean and
standard deviation of delay are around several
milliseconds independent of the number of
greedy traffic flows. We also observe from the
simulation results that, in 802.11b, there are a
lot of packets with a delay larger than 400 ms
when there are more than three greedy traffic
flows in the WLAN. That is to say, 802.11b itself
cannot support QoS requirements of voice flows
when there are four or more greedy traffic flows.
On the other hand, in 802.11e CARC over
802.11b and CARC over 802.11e, there are
almost no packets with a delay larger than 400
ms during the whole 1500 s.

THE IMPACT OF CHANNEL ERRORS
To examine how the proposed CARC scheme
performs when there exist channel errors, we
conduct a set of simulations with different pack-
et error rates to observe the maximum number
of voice flows the protocol can support. Here,
two requirements must be satisfied to determine
whether a certain number of voice flows can be
supported: all successful transmitted voice pack-
ets have a delay less than 400 ms, and the packet
loss rate is less than 1 percent. We examine the
packet loss rate for each 10 s interval to check
whether it is satisfied or not. In the simulation
one voice flow is added every other 10 s. The
maximum number of voice flows that can be
supported is obtained by counting the number of
existing voice flows until adding one more voice

nFigure 4. The delay of all packets belonging to the first voice flow.
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flow results in the violation of the 400 ms delay
limit or the requirement of packet loss rate.

The simulation results illustrate that CARC
still support QoS level for voice flows when the
channel error rate is less than 0.50. The higher
the packet error rate, the less the number of
supported voice flows. From Fig. 6, we can
observe that CARC over 802.11b can support up
to 39.4 percent more voice flows than 802.11e
does. When the channel error rate is equal to
0.50, seven retransmissions for the voice packets
at the MAC layer is not enough to satisfy that
the packet loss rate is less than 1 percent during
all 10 s periods. This is because that 0.57 =
0.78125 percent, which is close to 1 percent, and
there is packet collision as well.

CONCLUSION

In this article we propose a novel call admission
and rate control protocol to support statistical
QoS guarantee for voice over IP traffic in IEEE
802.11 wireless LANs. Based on the novel use of
the channel busyness ratio, the proposed proto-
col can statistically guarantee stringent QoS
requirements of voice over IP traffic while
achieving high channel utilization.
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nFigure 6. Maximum number of voice flows supported in CARC.
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