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Abstract—This paper studies an important problem in the
IEEE 802.11 distributed coordination function (DCF)-based wire-
less local area network (WLAN): how well can the network sup-
port quality of service (QoS). Specifically, this paper analyzes the
network’s performance in terms of maximum protocol capacity or
throughput, delay, and packet loss rate. Although the performance
of the 802.11 protocol, such as throughput or delay, has been
extensively studied in the saturated case, it is demonstrated that
maximum protocol capacity can only be achieved in the non-
saturated case and is almost independent of the number of active
nodes. By analyzing packet delay, consisting of medium access
control (MAC) service time and waiting time, accurate estimates
were derived for delay and delay variation when the throughput
increases from zero to the maximum value. Packet loss rate is also
given for the nonsaturated case. Furthermore, it is shown that the
channel busyness ratio provides precise and robust information
about the current network status, which can be utilized to facilitate
QoS provisioning. The authors have conducted a comprehensive
simulation study to verify their analytical results and to tune the
802.11 to work at the optimal point with maximum throughput
and low delay and packet loss rate. The simulation results show
that by controlling the total traffic rate, the original 802.11 proto-
col can support strict QoS requirements, such as those required by
voice over Internet protocol (VoIP) or streaming video, and at the
same time achieve high channel utilization.

Index Terms—IEEE 802.11, protocol capacity, quality of service
(QoS), wireless local area networks (WLANs).

I. INTRODUCTION

B ECAUSE of its simple deployment and low cost, the
IEEE 802.11 wireless local area network (WLAN) [12]

has been widely used in recent years. It contains two access
methods, i.e., distributed coordination function (DCF) and point
coordination function (PCF), with the former being specified
as the fundamental access method. Despite its popular use,
currently only best effort traffic is supported in DCF. Section II
describes the 802.11 protocol in more detail.

For the IEEE 802.11 WLAN to continue to thrive and
evolve as a viable wireless access to the Internet, quality of
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service (QoS) provisioning for multimedia services is crucial.
As shown in Table I, for real-time, streaming, and nonreal-
time (or best effort) traffic, the major QoS metrics include
bandwidth, delay, delay jitter, and packet loss rate [14], [15].
Guaranteeing QoS for multimedia traffic, however, is not an
easy task given that the 802.11 DCF is in nature contention
based and distributed, and hence renders effective and efficient
control very difficult. In addition, other problems such as hid-
den terminals or channel fading make things worse. To address
these challenges, current research works ([1], [23], [30] and
references therein) and the enhanced DCF (EDCF) defined in
the IEEE 802.11e draft [7], [13] tend to provide differentiated
service rather than stringent QoS assurance.

However, we have not yet well understood the question of
how well the IEEE 802.11 WLAN can support QoS when
many researchers start to believe that service differentiation
is the best that the 802.11 can achieve. In this paper, we en-
deavor to address this problem through both theoretical analysis
(Section III) and simulations (Section IV).

We develop an analytical model to assess the capability
of 802.11 for supporting major QoS metrics, i.e., throughput,
delay and delay variation, and packet loss rate. While current
literature on performance analysis is focused on the derivation
of throughput or delay in the saturated case, we find that the
optimal operating point for the 802.11 to work at lies in the
nonsaturated case.1 At this point, we analytically show that
maximum throughput is achieved almost independent of the
number of active nodes and that delay and delay variation
are low enough to satisfy stringent QoS requirements of real-
time traffic. Thus, 802.11 WLAN can perform very well in
supporting QoS, as long as it is tuned to the optimal point.
Since an accurate indicator of the network status is essential
to effective tuning, we also demonstrate that the channel busy-
ness ratio, which is easy to obtain and accurately and timely
represents network utilization, can be used to design schemes
such as call admission control or rate control in WLAN.
Due to page limit, we will present such schemes in a sub-
sequent paper.

In Section V, we show that our analytical results are still valid
even when the effect of channel fading is taken into account.
Also, we discuss the possible implications arising due to the
employment of a prioritized 802.11 DCF. Finally, Section VI
concludes this paper.

1Note that a similar fact has been observed for Aloha or Slotted Aloha, where
maximum throughput is achieved only when traffic arrives at a certain rate [2].
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TABLE I
QoS REQUIREMENTS FOR MULTIMEDIA SERVICES

II. PRELIMINARIES

A. Operations of the IEEE 802.11

The basic access method in the IEEE 802.11 MAC protocol
is DCF, which is based on carrier sense multiple access
with collision avoidance (CSMA/CA). Before starting a
transmission, each node performs a backoff procedure, with
the backoff timer uniformly chosen from [0, CW − 1] in terms
of time slots, where CW is the current contention window.
When the backoff timer reaches zero, the node transmits a
DATA packet. If the receiver successfully receives the packet,
it acknowledges the packet by sending an acknowledgment
(ACK). If no ACK is received within a specified period, the
packet is considered lost; so the transmitter will double the size
of CW, choose a new backoff timer, and start the above process
again. When the transmission of a packet fails for a maximum
number of times, the packet is dropped. To avoid collisions of
long packets, the short request to send/clear to send (RTS/CTS)
frames can be employed.

Note that the IEEE 802.11 MAC also incorporates an op-
tional access method called PCF, which is only usable in
infrastructure network configurations and is not supported in
most current wireless cards. In addition, it may result in poor
performance as shown in [24] and [27]. In this paper, we thus
focus on the 802.11 DCF.

B. Related Work

To date, two threads of research have examined the property
or performance of the IEEE 802.11: performance analysis, and
performance and/or QoS enhancements.

Performance analysis: The first thread was devoted to
building analytical models to characterize the behavior of
802.11 and deriving protocol capacity or delay performance
[4], [6], [9]–[11], [25], [28], [29]. In [4], Bianchi proposed
a Markov chain model for the binary exponential backoff
procedure. By assuming that the collision probability of each
node’s transmission is constant and independent of the number
of retransmissions, he derived the saturated throughput for the
IEEE 802.11 DCF. Based on the saturated throughput derived
in Bianchi’s model, Foh and Zuckerman [9] used a Markovian
state dependent single server queue to analyze the throughput
and mean packet delay. Cali et al. [6] studied the 802.11
protocol capacity by using a p-persistent backoff strategy to
approximate the original backoff in the protocol. Again, the
focus is on the saturated throughput. In addition to collisions,
Hadzi-Velkov and Spasenovski took the effect of frame error
rate into account in their analysis of saturated throughput and
delay [10]. We derived an approximate probability distribution

of the service time and, based on the distribution, analyzed
the throughput and average delay [28], [29]. As noticed, most
works were focused on the analysis of throughput and delay
in the saturated case. Moreover, none of these systematically
considered the delay and delay variation in the nonsaturated
case, let alone obtained accurate estimates for them.

Performance and/or QoS enhancements: The second
thread of the research on the 802.11 DCF explored various
ways to improve throughput [3], [5], [17], [20] or provide
prioritized service, namely, service differentiation [1], [16],
[21]–[23], [26].

Based on the work in [6], Cali et al. attempted to approach
the protocol capacity by replacing the exponential backoff
mechanism with an adaptive one [5]. Kim and Hou developed a
model-based frame-scheduling algorithm to improve the pro-
tocol capacity of 802.11 [17]. Two fast collision resolution
schemes were proposed by Bharghavan [3] and Kwon et al.
[20]. The idea is to use two channels or to adjust backoff
algorithms to avoid collisions, thereby providing higher channel
utilization.

To provide service differentiation, Ada and Castelluccia [1]
proposed to scale the contention window and use a different
interframe spacing or maximum frame length for services
of different priorities. In [23], two mechanisms, i.e., virtual
medium access control (MAC) and virtual source, were pro-
posed to enable each node to provide differentiated services for
voice, video, and data. By splitting the transmission period into
a real-time one and a nonreal-time one, the real-time traffic is
supported with QoS guarantee [21]. However, the DCF mode
was dramatically changed. The Blackbust in [22] provided high
priority for real-time traffic. Unfortunately, it imposes special
requirements on high-priority traffic and is not fully compatible
with the existing 802.11 standard. In summary, if the semantics
of the 802.11 DCF is maintained, all the works mentioned
above can only support service differentiation.

Our paper can be considered to be a convergence between
these two threads of research; however, it improves on both
sides. We thoroughly study the QoS performance of 802.11
in terms of throughput, delay and delay variation, and packet
loss rate. Moreover, we discover the optimal operating point
at which, in addition to achieving the theoretical maximum
throughput, 802.11 WLAN is capable of supporting strict QoS
requirements for real-time traffic rather than only providing
prioritized service.

III. ANALYTICAL STUDY OF THE IEEE 802.11

This section focuses on the analysis of the performance of
the IEEE 802.11 DCF. Note that in the following analysis,
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the hidden terminal problem is ignored. This is because in a
typical wireless LAN environment, every node can sense all the
others’ transmissions, although it may not necessarily be able
to correctly receive the packets from all other nodes.

A. Maximum Throughput and Available Bandwidth

To simplify the analysis and yet reveal the characteristics of
the IEEE 802.11 MAC protocol, we assume that the traffic is
uniformly distributed among the nodes. The total number of
nodes is n. The transmission probability for each node in any
time slot is pt. Note that here a time slot at the MAC layer
could be an empty backoff time slot, a period associated with
successful transmission, or a period associated with collision
[4], [12]. Obviously, we obtain




pi = (1 − pt)n

ps = npt(1 − pt)n−1

pc = 1 − pi − ps

(1)

where pi is the probability that the observed backoff time
slot is idle, ps is the probability that there is one successful
transmission, and pc is the collision probability that there are
at least two concurrent transmissions at the same backoff time
slot. If we define Tsuc as the average time period associated with
one successful transmission and Tcol as the average time period
associated with collisions, we know [12]

Tsuc = rts + cts + data + ack + 3sifs + difs

Tcol = rts + sifs + cts + difs = rts + eifs (2)

for the case where the RTS/CTS mechanism is used and

Tsuc = data + ack + sifs + difs

Tcol = data∗ + ack_timeout + difs (3)

for the case where there is no RTS/CTS mechanism, where
data and data∗ (please refer to [4] for the derivation of data∗)
are the average length, in seconds, for the successful transmis-
sion and collision of the data packets, respectively. Thus, it can
easily be obtained that




Ri = piσ
piσ+psTsuc+pcTcol

Rb = 1 − Ri

Rs = psTsuc
piσ+psTsuc+pcTcol

(4)

where σ is the length of an empty backoff time slot, Ri is the
channel idleness ratio, Rb is the channel busyness ratio, and Rs

is the channel utilization. Once we obtain Rs, the normalized
throughput s is expressed as

s =
Rs × data

Tsuc
(5)

and the absolute throughput is s times the bit rate for data
packets.

In most cases, we are more interested in the packet collision
probability p observed at each individual node since it can be
used to calculate QoS metrics for the traffic traversing the node.

Fig. 1. Channel busyness ratio and utilization.

TABLE II
IEEE 802.11 SYSTEM PARAMETERS

In other words, p is the probability that one node encounters
collisions when it transmits. Also, p is the probability that there
is at least one transmission among the neighbors in the observed
backoff time slot. We thus link p to pt as

p = 1 − (1 − pt)n−1. (6)

It can be seen that the collision probability increases with the
increase in the number of neighboring nodes or in the traffic at
each of these nodes. In this sense, p reflects the information
about both the number of neighboring nodes and the traffic
distribution at these nodes.

According to the above equations, we can express Rb, Rs,
and s as a function of p, which are shown in Fig. 1. All the
parameters involved are indicated in Table II and most are the
default values in the IEEE 802.11. In Fig. 1, three cases, i.e.,
n = 5, 10, and 300, are considered. It is important to note that
for each specific n, there exists a maximum value of p, denoted
by MAX(p), at which the network operates in the saturated
status, i.e., each of the n nodes always has packets in the queue
and thus keeps contending for the channel. Based on the works
in [4], [28], and [29], we know that in saturated status, the larger
the number of nodes, the greater the collision probability. More
precisely, MAX(p) = 0.105, 0.178, 0.290, 0.546, 0.701, 0.848
for n = 3, 5, 10, 50, 128, 300, respectively. Next, we present
some important observations from Fig. 1.
1) Channel Busyness Ratio: An Accurate Sign of Network

Utilization: First, we find that the channel busyness ratio is an
injective function of the collision probability. In fact, this can
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easily be proved. Second, when p � 0.1, Rb is almost the same
as Rs, namely

Rs ≈ Rb. (7)

This is not hard to understand. When the collision probability
p is very small, the channel resource wasted in collisions
is so minor that it can be ignored. Third, the normalized
throughput almost stays unchanged when p increases from 0.1
to 0.2, although it reaches the maximum value around p = 0.2.
Finally, maximum throughput is almost insensitive to the num-
ber of active nodes. Given these observations and the fact that
throughput is proportional to Rs, we could therefore use the
measured channel busyness ratio Rb to accurately estimate
the throughput from zero to the maximum value. Note that
this is very simple and useful to each node: it can monitor
the throughput of the whole WLAN by simply measuring
the channel busyness ratio, which can be easily done since
IEEE 802.11 is a CSMA-based MAC protocol working on
physical and virtual carrier sensing mechanisms. On the other
hand, when Rb exceeds a certain threshold thb, severe colli-
sions can be observed in the WLAN.
2) Maximum Throughput: Fig. 1 also shows that throughput

begins to decrease when p is greater than a certain value and
could decrease to zero when p becomes very large. To ensure
that the network is always working with a high throughput, it
is important for us to find the critical turning point, i.e., when
IEEE 802.11 will achieve the maximum throughput and how
the maximum throughput depends on network characteristics
such as the number of node n and traffic.

Combining (1), (4), and (6), we can write Rs as a function
of p. To obtain maximum throughput, we take the derivative
of Rs with respect to p and let it equal 0, i.e.,

d

dp
Rs = 0. (8)

Meanwhile, we know that p is upper bounded by MAX(p).
Therefore, if proot is the root of (8), we obtain the value of
p, denoted by p∗, with which the maximum throughput is
achieved, i.e.,

p∗ = MIN (proot, MAX(p)) . (9)

By applying p∗ to (5), we get the maximum normalized
throughput of IEEE 802.11 at different n, as shown in Fig. 2(a)
and (b). Here, two important points are noted.

Maximum throughput is achieved in the nonsaturated case
rather than in the saturated case when n > 5: This is the very
reason that we argue the network should work in nonsaturated
case. When n > 5, the normalized throughput arrives at the
maximum value around p = 0.196, much smaller than the
collision probability in the saturated status, i.e., MAX(p), as
clearly seen in Fig. 2(a). p = 0.196 means that there are five
or six nodes simultaneously contending for the channel, which
can be derived from the inverse function of MAX(p) as shown
earlier. In addition, the maximum throughput achieved is not
sensitive to the number of nodes n. It is rather stable as n
increases.

Fig. 2. (a) proot and the collision probability in the saturated status with
RTS/CTS and payload size of 8000 bits. (b) Maximum normalized through-
put with different constraints on p with RTS/CTS and payload size of
8000 bits.

Maximum throughput can be achieved by controlling the
total input traffic rate if no modification to the MAC protocol
is allowed: As revealed in Fig. 2(b), rather than letting p =
p∗ for each n, if we simply let p � 0.1 or p � 0.05,
the achieved normalized throughput only drops by 0.96% and
4.2%, respectively, compared to the maximum normalized
throughput. This is a very nice and important feature in the
sense that as long as each node in the network can keep the
collision probability p below a certain value, say 0.1, instead
of p∗, which is dependent on n, maximum throughput is well
approached. Thus, by maintaining a small collision probability
in WLAN, which can be done through controlling the total
input traffic rate, we can achieve high throughput. This in fact is
consistent with our observation in Fig. 1, where Rb ≈ Rs when
p � 0.1.

Note that in addition to achieving high throughput, keeping
a small collision probability helps reduce delay. Since the
time wasted due to collision could be neglected, the con-
tention delay is very small, which is crucial in providing low
delay for real-time traffic and will be discussed in detail in
Section III-B.
3) Available Bandwidth: The total available bandwidth

BWa of the WLAN or the available traffic rate the network
could further accommodate can be easily obtained by subtract-
ing the current throughput from the maximum throughput.

Although it is not easy for each individual node to know
the current total throughput if it does not decode everything
received, the node can be aware of the available bandwidth
by virtue of the channel busyness ratio, which could be easily
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Fig. 3. Impact of payload size and the RTS/CTS mechanism.

acquired as described earlier. Especially, when p � 0.1, Rb ≈
Rs. Thus, BWa can be calculated as

BWa =




BW(thb − Rb)data
Tsuc

(thb > Rb)

0 (thb � Rb)
(10)

where BW is the transmission rate in bits per second for the
DATA packets and thb is a threshold of Rb and proportional to
the maximum throughput.
4) Impact of Payload Size and the RTS/CTS Mechanism:

Thus far, we have conducted our analysis without considering
the impact of payload size and the RTS/CTS scheme on the
throughput. In this subsection, we study this impact. Fig. 3
presents the analytical results, where RTS/CTS is used or not
used, and various payload sizes are considered.

We find that no matter whether RTS/CTS is used, throughput
increases along with payload size. But this is not necessarily
true for channel utilization, such as the case that RTS/CTS is
not used in the saturated case. The reason is the following. In
the saturated case, given n, p is fixed. According to (1), (3), (4),
and (6), Rs is almost unchanged and Rs ≈ ps/(ps + pc).

It can also be observed that the maximum throughput is
higher in the case that RTS/CTS is not used than in the case
that RTS/CTS is used, no matter how large the payload size
is. This is because maximum throughput is obtained when p is
relatively small and thus the impact of collisions due to long
data packets could be ignored. As a result, if RTS/CTS is not
used, the MAC overhead is reduced, which results in higher
throughput. On the contrary, in the saturated case where the
collision probability is much higher, the use of RTS/CTS does
improve the throughput, especially when the payload size is
large. This is because the impact of collisions due to long data
packets becomes significant in the saturated case and cannot
be ignored; the exchange of RTS/CTS avoids long packet
collisions and thus reduces MAC overhead. Note that for the
payload size that is shorter than about 220 B in this parameter
setting, the use of RTS/CTS is counterproductive because of
its relatively high overhead compared with the short pay-
load size.

To sum up, to maximize system throughput, the basic access
without the RTS/CTS mechanism is desired as long as we can
keep the collision probability at a relatively small value.

B. Delay and Delay Variation

In this subsection, we study delay and delay variation perfor-
mance, which is an integral part of QoS provisioning in 802.11
WLAN. As we know, the delay in the network comprises three
components, i.e., propagation delay, transmission delay, and
queuing delay. Note that in WLAN, transmission delay contains
a variable amount of delay caused by MAC layer collisions
and thus is not fixed. Henceforth, we define the sum of the
propagation delay and transmission delay as the service time
at the MAC layer, which is the time period from the instant that
a packet begins to be serviced by the MAC layer to the instant
that it is either successfully transmitted or dropped after several
failed retransmissions.

In the following, we will give an analysis of the service time
and the queuing delay. Then, the estimates of delay and delay
variation are derived.
1) Service Time Distribution:
Markov chain model for the service time: After examining

the transmission procedure introduced in Section II-A, we can
conclude that the only outside factor is the collision probability
p when the node attempts the transmission. As discussed in the
previous section, p is determined by the number of neighboring
nodes and the traffic distribution at those nodes. Thus, we could
assume that p is independent of the backoff state of the node
under consideration, although it is still dependent on the backoff
states of other nodes. We can therefore model the stochastic
process of the service time as a Markov chain since the future
state only depends on the current state. Clearly, the transition
probabilities are dependent on the collision probability p, thus
the service time distribution is a function of p.

Probability generating function of the service time: The
service time for each packet consists of multiple backoff time
slots that could be empty slots, collision slots, or successful
transmission slots. As mentioned earlier, since the length of an
empty backoff slot is a fixed value and Tsuc or Tcol depends
on the length of the header and data packet, which are discrete
in bits, it is suitable to model the service time distribution
as a discrete probability distribution. To facilitate analysis,
this distribution is completely described with the probability
generating function (PGF).

By applying the signal transfer function to the generalized
state transfer diagram of Markov chain, we have derived the
PGF of the service time GTs(Z), which is quite accurate as
verified by ns-2 simulations ([28], [29]). On the other hand

GTs(Z) =
∞∑

i=0

piZ
tsi (11)

where tsi(i � 0) are all the possible discrete values of service
time Ts and pi = Pr{Ts = tsi}. We also found that given p,
the service time distribution is almost insensitive to n, while n
only influences the maximum value of p as shown in Fig. 2(a).
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Fig. 4. Mean and standard deviation of service time.

Thus, the following delay analysis is valid for different n and
we need not specify the value of n.

Mean and variance of the service time: Given (11), it is
easy to obtain any moment of the service time Ts by taking the
derivative of GTs(Z) with respect to Z. Specifically, the mean
and variance are

E[Ts] =
∂

∂Z
GTs(Z)|Z=1 = G′

Ts(1)

Var[Ts] =G′′
Ts(1) + G′

Ts(1) − [G′
Ts(1)]2. (12)

Fig. 4 demonstrates the mean and variance of service time
as a function of collision probability p. It can be seen that when
p � 0.1, both the mean and the variance increase exponentially
with p. On the other hand, we have found that when p � 0.1,
the achieved throughput is almost the same as the maximum
achievable throughput. To provide a delay guarantee for some
delay-sensitive applications such as voice over Internet proto-
col (VoIP) and achieve approximately maximum throughput,
WLAN should keep the collision probability less than 0.1.
2) Packet Delay Bound and Delay Variation Estimate: Be-

cause there is typically one shared outgoing queue for all
packets from different applications in each mobile node, we can
model each node as a queuing system. In the queuing system,
the packet arrival process is determined by the aggregate traffic
behavior of all applications that emit packets to the MAC
layer; the service time follows the distribution described in the
previous subsection. After building such a queuing model, we
can derive accurate estimates of delay and delay variation in the
nonsaturated case. Notice that the number of packets waiting
in the queue Nq almost equals zero in the nonsaturated case
especially for p � 0.1 as shown in [28] and [29] and verified
in our simulation later. Otherwise, each node will contend for
the channel in most times and result in a much higher p.

Delay bound with known packet arrival rate: We start the
analysis with a simple case, i.e., the packet arrival follows some
process with a known (or estimated) arrival rate. If the arrival
process is Poissonian, the system can be modeled as an M/G/1
system [18]. Accordingly, the mean of the packet delay T ,
which consists of the waiting time in the queue and the service
time, is

E[T ] = Ts +
λTs2

2(1 − ρ)
(13)

where λ is the average arrival rate of the input traffic and
ρ = λ × Ts < 1. If the arrival process follows a general dis-
tribution, then we get a G/G/1 system, for which we have an
upper bound TU for T [19], i.e.,

E[T ] � Ts +
λ

(
σ2

a + σ2
Ts

)
2(1 − ρ)

≡ TU (14)

where σTs and σa are the standard deviations of the service
time and packet arrival process, respectively.

So far, these results hold when ρ < 1 for the system with
infinite buffer. The actual delay upper bound should be less
than TU because we do not count the packets dropped due
to limited buffer, which will have a long delay in the system
with infinite buffer. In fact, because we are only interested in
the nonsaturated case with an almost empty queue, the above
results are thus accurate.

Delay bound and delay variation with unknown packet
arrival rate: In the previous paragraph, we only give the mean
of the packet delay T with the estimation dependent on the
specific packet arrival process and on the accurate estimate
of λ. In reality, however, this approach could be infeasible if
λ is hard to estimate when the instantaneous packet arrival rate
at each individual node changes dramatically. We thus embark
on deriving accurate estimates for delay and delay variation in
a more general case, i.e., without any knowledge about λ.

Let Tsi denote the service time for the ith packet at a node
under consideration. Since the backoff timer is reset for every
packet to be transmitted [12], {Ts1, T s2, . . .} are independent
and identically distributed (i.i.d.) random variables. Let Ti be
the system time (or delay) of the ith packet including the service
time and the waiting time in the queue, Ri be the residual
service time seen by the ith packet, and Ni be the number of
packets found waiting in the queue by the ith packet at the
instant of arrival.

Based on such notations, we obtain

Ti = Tsi + Ri +
i−1∑

j=i−Ni

Tsj . (15)

As previously discussed, Ni almost equals 0 in the nonsatu-
rated case, so we can approximate Ti as

Ti
∼= Tsi + Ri. (16)

Notice that Ri is the residual service time of the (i −
Ni − 1)th packet, thus we have

Tsi � Ti � Tsi + Tsi−Ni−1. (17)

By taking expectations on both sides of (17), we have

E[Ts] � E[T ] � 2E[Ts]. (18)

Since it is difficult to derive the variation of Ri in general
cases, we use the standard deviation of the service time σTs

to approximate that of Ti, i.e., σT as

σTs � σT ≈ kσTs (19)
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where k is a constant value. From ns-2 simulation results as
presented later, k = 1, or 2 gives a good approximation.

In fact, by applying the Residual Life Theorem [18], we
could obtain more accurate approximations of E[T ] and σT . Let
r be the residual service time observed at any time instant dur-
ing the service. If the service time distribution is FTs(x), then
the probability density function (pdf) of r, denoted by fr(x),
can be expressed as µ(1 − FTs(x)), where µ = (1/E[Ts]). We
thus have

E[r] =

∞∫
0

rfr(x)dx =
µ

2
E[Ts2]

E[r2] =

∞∫
0

r2fr(x)dx =
µ

3
E[Ts3]

E[R] = 0P (idle) + E[r]P (busy) =
r0µ

2
E[Ts2]

E[R2] = 0P (idle) + E[r2]P (busy) =
r0µ

3
E[Ts3]

Var[R] =
r0µ

3
E[Ts3] −

(r0µ

2
E[Ts2]

)2

(20)

where r0 = P (busy) is the probability that the server is busy,
i.e., there is one packet contending for the channel or being
transmitted. Because r0 � 1, we obtain

E[T ] ≈E[Ts] + E[R] � E[Ts] +
E[Ts2]
2E[Ts]

≡TUR (21)

Var[R] =

(
r0 − r2

0

)
µ

3
E[Ts3]

+ r2
0

(
µ

3
E[Ts3] −

(µ

2
E[Ts2]

)2
)

=
(r0 − r2

0)µ
3

E[Ts3] + r2
0Var[r]

� µ

12
E[Ts3] + Var[r]

=
5µ

12
E[Ts3] −

(µ

2
E[Ts2]

)2

(22)

Var[T ] ≈Var[Ts] + Var[R]

� Var[Ts] +
5E[Ts3]
12E[Ts]

−
(

E[Ts2]
2E[Ts]

)2

≡σ2
TUR

. (23)

Fig. 5(a) illustrates both the lower bound and the upper bound
for the packet delay T . We can see that the upper bound and
lower bound are very close, thus we can characterize the delay
with high accuracy, although the exact value is not available. As
expected, when p < 0.1, TUR is tighter than 2 × E[Ts]. This
is desirable since we focus on the nonsaturated case where p
is small. As revealed by the bounds, the mean of the system
delay T is small: 5 ms < E[T ] < 10 ms when p � 0.01, and

Fig. 5. (a) Delay bound. (b) Standard deviation of delay.

E[T ] < 30 ms when p � 0.1. This is sufficient for real-time
applications such as VoIP.

The standard deviation of the system delay is illustrated in
Fig. 5(b). As shown in the figure, it is also small: σTs < 30 ms
when p � 0.1. When p � 0.02, the standard deviation
is much smaller than E[Ts] (and than E[T ] since E[Ts] is
the lower bound). Note that σTUR

is relatively large when
p � 0.002. This is because the approximation in (22) uses
r0 � 0.5; however, r0 should have been smaller than 0.5
when p � 0.002.

As a special case, if the packet arrival process is Poissonian,
then r0 = ρ = λE[Ts] < 1. Thus

E[T ] ≈E[Ts] + E[R] = E[Ts] +
1
2
λE[Ts2]

≡TURM (24)

Var[T ] ≈Var[Ts] + Var[R]

= Var[Ts] +
1
3
λE[Ts3] −

(
1
2
λE[Ts2]

)2

≡σ2
TURM

. (25)

Finally, we comment on the results of delay and delay varia-
tion. First, all the above results are derived for the nonsaturated
case, which means the traffic intensity ρ < 1 and the collision
probability p � 0.1. Second, the approximation in (16) relies
on the assumption that there is no bulk arrival. Although this
assumption is common in the analysis of queuing systems and
is true for both the Poisson arrival process and the deterministic
arrival process, in practice, bursty traffic such as transmission
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control protocol (TCP) traffic violates it. Consequently, the
bursty traffic induces not only longer waiting time in the queue
but also higher collision probability in the burst period leading
to longer service time. For the above results to remain valid, it
is necessary to regulate arriving traffic at the MAC layer.

C. Packet Loss Rate

At the MAC layer, a packet may be lost due to queue
overflow or MAC collisions. Once a packet is queued, a node
attempts to transmit it for a certain number of times, denoted
by α. If all the attempts fail due to collisions, the packet gets
dropped. Given the collision probability p, the packet dropping
probability Pd due to MAC collisions is

Pd = pα. (26)

When the packet blocking probability Pblock, i.e., the prob-
ability that the queue is full when a packet arrives, is very
small, as for the nonsaturated case where Nq

∼= 0 as mentioned
earlier, the total packet loss rate Pl of the queuing system can
be approximated as Pd, i.e.,

Pl ≈ pα. (27)

We see when p � 0.1 and α = 7 [12], Pl � 10−7.
Obviously, this satisfies the packet loss requirements of most
applications such as VoIP.

On the contrary, a much higher packet loss rate is expected
if the network is in the saturated case for the following reason.
On one hand, the collision probability p gets significantly large,
resulting in considerable packet losses due to collisions. On
the other hand, each packet experiences a much longer system
delay in the saturated case compared to that in the nonsaturated
case, which leads to a full queue at most times and hence blocks
newly arriving packets.

Before ending this section, we make a few remarks about
the analytical model. Note that all the performance metrics are
expressed as a function of the collision probability. However,
obtaining the collision probability is not easy. There are two
possible approaches. One is to analytically derive the collision
probability, which requires full knowledge of the traffic arrival
models at the node of interest and at all the other nodes in the
network as well. The other is to measure it through experiments.
Unfortunately, it is not amenable to practical measurement due
to the lack of measured values or the inability of each node
to distinguish collisions from channel fading. Therefore, we
propose the channel busyness ratio as a good substitute for the
collision probability for the following reasons. First, as men-
tioned earlier, the channel busyness ratio is an injective function
of the collision probability. This indicates that the channel
busyness ratio can also serve as the input of the analytical
model. Unlike the collision probability, the channel busyness
ratio is easy to measure in practice because IEEE 802.11 is
essentially based on carrier sensing. Second, as shown for the
nonsaturated case, the channel busyness ratio can accurately
represent the channel utilization or the normalized throughput,
and hence can be used to facilitate network control mechanisms
such as call admission control over the real-time traffic and

rate control over the best effort traffic. Accordingly, all the
performance metrics are presented as a function of the channel
busyness ratio in the following simulation results.

IV. SIMULATION STUDY OF THE IEEE 802.11

The simulation study in this section serves two purposes.
First, it is aimed at verifying our analytical study in Section III.
Second, while our analytical results have shown that IEEE
802.11 can operate at an optimal point that leads to maximum
throughput, low delay, and almost zero packet loss rate, they do
not reveal a specific way to achieve this optimal operating point.
Thus, we demonstrate how to reach and retain the optimal point
through simulations.

A. Simulation Configuration

The simulation study is conducted using the ns-2 simula-
tor. The IEEE 802.11 system parameters are summarized in
Table II. The RTS/CTS mechanism is used. We simulate differ-
ent numbers of mobile stations in WLAN. Every node initiates
an identical user datagram protocol (UDP)/constant bit rate
(CBR) traffic flow to a randomly selected neighbor. The queue
length at each node is ten packets.

As revealed, whether the network operates in the nonsatu-
rated or saturated case can be determined by controlling the
collision probability p. Also, the optimal operating point lies
where p ≈ 0.1. Without changing the 802.11 protocol, we use
two techniques to control p in order to locate the optimal point.
One is to schedule the start time of the UDP flows, which will be
described below; the other is to gradually increase the sending
rate of each flow from 0. In contrast, the saturated case can be
easily simulated by boosting the traffic load to a much higher
level than what the network can support.
1) Deterministic Minimum-Collision-Probability Schedul-

ing (DPS): To minimize collision probability, we schedule
UDP flows in such a way that the start time of one flow is
separated from another by a constant period tint/n, where tint

is the packet interarrival time for each flow. So if the aggregate
traffic rate is less than the network capacity, i.e., the network
can handle all the arriving packets from each flow, the collision
probability could be reduced to zero. In this case, there is no
queuing delay and the system delay is the random backoff
time plus one packet transmission time. We call this scheduling
deterministic minimum-collision-probability scheduling.
2) Distributed Randomized Scheduling (DRS): However, in

a distributed WLAN environment, it is very difficult for each
node to exactly know the start time of all the flows and sched-
ule its own flows accordingly to avoid collisions. Therefore,
to simulate a more realistic scenario, we cannot adopt the
deterministic scheduling described above. We thus employ a
simple yet effective scheduling algorithm that starts each flow
at randomized times. Specifically, the start time of each flow
is uniformly chosen in [0, tint], which keeps all the nodes from
contending for the channel at the same time. As a result, the
collision probability is reduced and no node needs to care about
other nodes’ transmission schedule.
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Fig. 6. Simulation results when payload size = 8000 bits.

B. Simulation Results

1) Saturated Case Versus Nonsaturated Case: In Fig. 6, for
the nonsaturated case, we see that the normalized throughput
that DPS achieves is slightly higher than the theoretical max-
imum throughput since it uses perfect scheduling and hence
reduces the collision probability to zero. Likewise, the normal-
ized throughput that DRS achieves is close to the theoretical
maximum throughput since it greatly reduces the collision
probability. On the contrary, the throughput in the saturated
case is much lower. As is consistent with the analytical re-
sults, the nonsaturated throughput is almost independent of the
number of nodes, whereas the saturated throughput declines
significantly with the increase in node number. For delay, we
see that there is difference in orders of magnitude for these
two cases. Also, while the delay stays almost unchanged in the
nonsaturated case as the number of node increases, it increases
in the saturated case. This is due to the fact that in the latter
case each node always has packets to transmit and keeps con-
tending for the channel, which greatly increases the collision
probability. As a result, each packet suffers from both long
queuing delay and service time. Note that DPS enjoys a shorter
delay than DRS since it reduces the collision probability more
effectively.
2) Optimal Operating Point: As Fig. 6 shows, DRS yields a

comparable performance with that of DPS; we thus use DRS as
our scheduling algorithm henceforth. By gradually increasing
the sending rate of each flow, we are able to locate the optimal
operating point as shown in Figs. 7 and 8. While Fig. 7 presents
the performance of throughput, delay, and delay variation as
a function of the channel busyness ratio, Fig. 8 shows the
behavior of average queue length and packet loss rate when
input traffic increases.

Two important observations are made. First, we observe that
there is a turning point in all the curves where the channel
busyness ratio is about 0.95. Before that point, as the input
traffic increases, the throughput keeps increasing, the delay and
delay variation are small and almost unchanged, the queue at
each node is empty, and the packet loss rate is zero. Note that
with the small delay and delay variation, the delay requirements
of real-time traffic can be adequately supported. After that
point, the queue and the collision probability form a positive
feedback loop. A slightly larger collision probability causes the
queue to build up. The queue, even with one packet always in it,
will force the MAC to keep contending for the channel, thereby
exponentially increasing the collision probability, which in
turn forces more packets to accumulate in the queue. Then,
catastrophic effects take place: the throughput drops quickly,
the queue starts to build up and the delay and delay variation
increase dramatically, and the packet suffers from a large loss
rate. Clearly, this turning point is the optimal operating point
that we should tune the network to work around, where the
throughput is maximized and the delay and delay variation
are small.

Second, as shown in Fig. 7, the simulation results verify our
analytical study of the IEEE 802.11. The throughput curves
obtained from analysis and simulation coincide with each other.
Also, as indicated in our analytical study, before the optimal
point is reached, the network stays in the nonsaturated case and
the queuing delay is almost zero; thus, the packet delay T can
be accurately estimated by the service time TS , which provides
the lower bound. Meanwhile, the mean and variation are well
bounded by TUR and σTUR

before the turning point as shown
in (18), (19), (21), and (23).

V. DISCUSSIONS

A. Impact of Fading Channel

So far, it is assumed that the channel is perfect. However,
when channel fading is figured in, packet losses are no longer
due to collisions only; they may well be caused by channel fad-
ing. Practically, it is extremely difficult to distinguish these two
causes. As a matter of fact, 802.11 responds in the same way
if the transmitter does not correctly receive its expected frame,
which may be either CTS or ACK, no matter whether this is due
to collision or channel fading. Based on this observation, we
can incorporate the packet error probability into the collision
probability as the recent work [10] did, and all the analytical
results still hold.

It is important to note that normally channel fading is not a
serious problem in WLAN, which features low node mobility
and relatively stable channel. However, if the packet error
probability due to channel fading becomes significant, i.e., the
equivalent collision probability is high in our model, the QoS
level will be hurt. Our analytical results show that in this case,
as illustrated in Figs. 1, 4, and 5(a) and (b), the normalized
throughput decreases, the service time increases, the mean and
variation of delay increase along with the service time, and
packet loss rate increases as well. However, with our analytical
model, we can still calculate the maximum throughput, packet
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Fig. 7. Simulation results when n = 50 and payload size = 8000 bits.

Fig. 8. Simulation results when n = 50 and payload size = 8000 bits.

loss rate, and give accurate estimates of delay and delay varia-
tion according to (5), (18), (19), (21), and (23).

B. Impact of Prioritized MAC

Since our focus is on how well the original IEEE 802.11
DCF can support QoS, we do not change the MAC protocol in
the analysis and simulations. Within either the real-time traffic
or the best effort traffic, no differentiation is committed. As a
result, all the real-time traffic, including CBR and variable bit
rate (VBR) traffic, equally shares the delay and delay variation,
which sometimes is not flexible enough. If a prioritized 802.11
MAC protocol similar to [1] and [23] is adopted, we are able
to provide priority within the real-time traffic. As a result, the
high-priority real-time traffic receives smaller delay variation,
whereas the low-priority real-time traffic receives higher delay
variation [8].

VI. CONCLUSION

Despite considerable efforts spent on performance analysis
and QoS provisioning for the IEEE 802.11 WLAN, the question
of how well it can support QoS remains vague. In this paper, we

clearly answer this question through thorough studies, which
constitute our key contribution.

We have analytically characterized the optimal operating
point for 802.11 WLAN and shown that if the network is
tuned to work at this point, in addition to achieving theoretical
maximum throughput, it can support the major QoS metrics
such as throughput, delay and delay variation, and packet loss
rate, as required by real-time services. This is further validated
via extensive simulations. We therefore clarify that the IEEE
802.11 WLAN can provide statistical QoS guarantees, not
just differentiated service, for multimedia services. We also
demonstrate that the channel busyness ratio can accurately and
timely represent network utilization; hence, it can be used to
facilitate the regulation of total input traffic to support QoS.
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