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Abstract—Next-generation wireless networks target to provide
quality of service (QoS) for multimedia applications. We study
the wireless systems that support two QoS requirements: keeping
the handoff dropping probability less than a predefined QoS
threshold while maintaining relative priorities for different traffic
classes based on blocking probability. To achieve this goal, a
dynamic multiple-threshold bandwidth reservation (DMTBR)
scheme, which is capable of granting differential priorities to
different traffic classes and to new and handoff traffic for each
class by dynamically adjusting bandwidth reservation thresholds,
is proposed. In this scheme, the thresholds are obtained in two
steps. The initial values are estimated based on instantaneous
network traffic situation, then the thresholds will be further
adapted according to the instantaneous network QoS status. In
times of network congestion, a preventive measure is taken to
throttle the new connections. Another contribution of this paper
is to generalize the concept of relative priority and hence give
the network operator more flexibility to adjust admission control
policy by taking into account some dynamic factors such as offered
load. The extensive simulations are conducted for two purposes.
First, we verify the performance of the proposed scheme and show
our scheme performs well under various traffic loads. Second,
we demonstrate that the DMTBR scheme gains more advantages
when taking the offered load into consideration.

Index Terms—Connection admission control, mobile wireless
networks, quality of service (QoS).

I. INTRODUCTION

WITH INCREASING demands for mobile multimedia
services such as audio, video, and data, next-generation

wireless networks are expected to provide quality of service
(QoS) for such multimedia applications to users on the move.
Since the multimedia services have inherently different traffic
characteristics, their QoS requirements may differ in terms of
bandwidth, delay, and connection dropping probabilities. It is
the networks’ responsibility to fairly and efficiently allocate
network resources among different users to satisfy such differ-
entiated QoS requirements for each type of service.
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In wireless cellular networks, a base station (BS) serves mo-
bile users in the cell covered by this BS. When a user engaging
a call connection moves from one cell to another, a smooth
handoff has to be made to provide uninterrupted service to the
previously established connection. If the destination cell does
not have enough resources (i.e., wireless channels), the ongoing
connection is forced to terminate before normal completion.
Since mobile users are more sensitive to the termination of an
ongoing connection than the blocking of a new call connection,
handoff call connections are usually given higher priority over
the new call connection. In this paper, we consider two types
of traffic: real-time (rt) traffic and nonreal-time (nrt) traffic. As
real-time traffic has a stringent requirement on time delay, it de-
mands higher priority over nonreal-time traffic.

Since radio spectral resource is scarce and valuable in wire-
less networks, efficient connection admission control (CAC)
schemes have to be designed to guarantee QoS requirements.
During the past decade, intensive research has been done
and various handoff priority-based CAC schemes have been
investigated.

In [1]–[4], the well-known guard channel (cutoff priority)
scheme and its variations were proposed to give higher pri-
ority to handoff connections over new connections by reserving
a number of channels called guard channels for handoff call
connections. All these schemes are static in the sense that the
number of guard channels is determined mainly based on a
priori knowledge of the traffic patterns, thereby being unable to
cope with network dynamics. Moreover, only one traffic class,
i.e., voice traffic, is considered. There have been a few guard
channel-based schemes supporting voice and data traffic in an
integrated mobile network [5]–[8]. In [9], Chao and Chen de-
veloped a multiple-class call model with user mobility, where
various guard channel schemes can be used to satisfy connec-
tion-level QoS requirements for different traffic class. Using the
stochastic Petri net (SPN) model, Li et al. [10] proposed and an-
alyzed a hybrid cutoff priority scheme supporting different QoS
requirements for multiclass traffic by adopting multiple thresh-
olds. Similar to the guard channel scheme, these schemes are
static as the boundaries and thresholds are always predetermined
and lack adaptability.

However, a network with time-varying traffic may require dy-
namic bandwidth allocation schemes. In [11], Naghshineh and
Schwartz developed a distributed call admission control (DCA)
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scheme. Epstein and Schwartz extended this scheme to address
the QoS requirements of multiclass traffic in wireless cellular
networks [12]. By using the predefined call blocking proba-
bility profile, their scheme can not only guarantee maximum
call dropping probabilities, but also maintain the relative pri-
orities among different classes of traffic. However, since the
profiles are predefined, their scheme may not adapt to dynamic
traffic makeup. Besides, due to its underlying assumption, the
performance may be sensitive to network load, especially in
the heterogeneous case. Compared with DCA, a stable dynamic
call admission control mechanism (SDCA) [13] is shown to
achieve higher channel utilization while satisfying a predeter-
mined bound on the call-dropping probability, since this scheme
considers the influences of limited channel capacity and time
dependence as well as the influences from the nonneighboring
cells. To avoid the frequent information exchanges among cells
required by SDCA, Li et al. [14] proposed an online local es-
timation algorithm, which can obtain almost the same perfor-
mance as that of SDCA without incurring signaling overhead.
However, these schemes cannot be directly applied to multi-
class traffic scenarios. Ramanathan et al. proposed a dynamic
resource allocation scheme in [15]. By probabilistically esti-
mating the potential number of handoff connections from neigh-
boring cells and thus reserving the bandwidth needed, the drop-
ping probability of handoff connections is reduced. The draw-
back of this scheme is that the priority among different traffic
classes, either in handoff traffic or new traffic, is not addressed.
Oliver et al. proposed an adaptive bandwidth reservation scheme
in [16]. Although real-time and nonreal-time traffic are differen-
tially treated, the fairness issue is not considered. Hou and Fang
used the concept of influence curve to determine the extent of the
influence on neighboring cells by each mobile user and reserved
the bandwidth in proportion to it [17]. A resource reservation al-
gorithm based on the shadow cluster concept was developed by
Levine et al. in [18]. Like [17], its performance depends heavily
on the detailed knowledge of users’ moving pattern.

In this paper, we propose a dynamic multiple-threshold reser-
vation scheme for multimedia mobile wireless systems. The ob-
jective of the proposed scheme is twofold. The scheme first
provides QoS provisioning by keeping the handoff connection-
dropping probability (CDP) below the predefined bound even
under a network congestion situation. Second, in a fair manner,
it maintains the relative priorities among real-time traffic and
nonreal-time traffic in terms of the new connection blocking
probability (CBP) according to their traffic profiles and instan-
taneous traffic situations. To meet the objectives stated above,
three bandwidth reservation thresholds are used to grant dif-
ferential treatments to different traffic classes and to new and
handoff traffic belonging to the same traffic class. The thresh-
olds are dynamically adjusted according to the current network
traffic situation and QoS status. When the network is under
heavy traffic load, to guarantee QoS, we leverage cooperation
among neighboring cells. One cell will inform its neighbors to
throttle the acceptance of new connection requests, thereby re-
ducing the potential handoff connections to the cell.

In our proposed scheme, a BS needs to communicate with
its neighbors to acquire the necessary information for updating
these thresholds periodically. Given the amount of information

exchanged, however, this will not pose a serious problem on
BSs, because they are usually interconnected with high-speed
communication links.

In summary, this scheme has the following features.

1) It gives differential priorities to both new and handoff
connections with different types of services by keeping
multiple bandwidth reservation thresholds, based on
which connection admission decision is made.

2) It maintains the relative priorities and fairness among
traffic classes by taking the user QoS profile and real
traffic conditions into account.

3) It generalizes the concept of relative priorities and fair-
ness among traffic classes. By doing so, we can fur-
ther reduce the CBPs of some real-time services while
not seriously deteriorating the QoS of nonreal-time ser-
vices.

4) It uses the information in the current cell and in the
adjacent cells to periodically update the reservation
thresholds, hence is able to respond to the changing
network conditions quickly and effectively.

The rest of this paper is organized as follows. Section II de-
scribes the traffic model we will use for our study. Our scheme,
including the target QoS criteria, is presented in Section III.
Then, the threshold adaptation in the scheme is addressed in de-
tail in Section IV. In Section V, the scheme is evaluated through
extensive simulations studies. Finally, this paper is concluded in
Section VI.

II. TRAFFIC MODEL

The system under consideration is a wireless multimedia
network with a cellular infrastructure, comprising of a number
of cells. Each cell is served by a BS, and BSs are intercon-
nected using high-speed communication links. We assume the
system uses fixed channel assignment (FCA), which means that
each cell has a fixed amount of capacity. Note that no matter
which multiple-access technology (frequency-division multiple
access, time-domain multiple access, or code-division multiple
access) is used, we could interpret system capacity in terms
of bandwidth. As in [15], we recognize that connections with
different traffic classes may differ in their traffic characteristics,
such as constant bit rate, variable bit rate, and peak bit rate and
the desired QoS guarantees in terms of delay bound, loss rate,
or throughput. For instance, the bandwidth of data service such
as web browsing may vary with time. In this paper, we assume a
single number, “effective bandwidth” [19], is adequate for guar-
anteeing the desired QoS for any connection with certain traffic
characteristics. Hereafter, whenever we refer to the bandwidth
of a connection, we mean its effective bandwidth. We assume
each cell has bandwidth units (BU). There are two classes of
incoming traffic: 1) Class I is real-time traffic and 2) Class II
is nonreal-time traffic. Typically, Class I traffic includes voice
and video service, whereas Class II traffic consists of data
services such as email, file transfers, and web browsing. We
assume that the arrivals are Poisson processes, with respective
arrival rates and . The connection duration times of
both connections follow exponential distributions, with means

and , respectively. Furthermore, we assume that
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the cell residence time distributions of these two kinds of con-
nections are also exponentially distributed, with means
and , respectively. The number of BUs required by each
real-time and nonreal-time connection is and ,
respectively. These assumptions are appropriate and commonly
used in the literature.

Following the assumptions, we can easily conclude that for
these two types of traffic, the channel holding time (CHT),
which is defined as the minimum of connection duration time
and cell resident time, is also exponentially distributed, with
the mean of and ,
respectively [20], [21].

III. PROPOSED SCHEME

To meet different QoS requirements for real-time and non-
real-time traffic, we have to take into account their distinct
traffic characteristics. Real-time services are sensitive to delay,
whereas nonreal-time traffic could tolerate some delay without
deteriorating service quality perceived by the mobile users.
Moreover, handoff connections should receive higher priority
than new connections for the same type. Therefore, it is neces-
sary that they receive differential treatments in terms of access
to the network resource. This is the rationale behind our scheme,
which completely differentiates connection requests by setting
up three reservation thresholds and dynamically adapting their
values to network traffic conditions. Next, we describe the two
QoS criteria we consider in this paper, followed by a detailed
description of our proposed scheme.

A. QoS Criteria

The first criterion is to set an upper bound for the handoff
dropping probability, i.e., the probability of a handoff connec-
tion being dropped. The criterion is satisfied as long as the fol-
lowing two inequalities are satisfied:

(1)

where and are CDPs (the max-
imum allowable CDPs) for real-time and nonreal-time traffic,
respectively.

The second criterion is to maintain the relative priority among
different type of traffic in terms of CBPs. When there is no such
criterion, the CBP for new connections will not be the same.
The traffic classes that require smaller bandwidth will have a
lower CBP as compared to those that require larger bandwidth.
Obviously, this is unfair to the traffic classes that require larger
bandwidth. To address this problem, we assume in the traffic
profile for each traffic class, there exists a parameter called the
traffic priority weight , indicating the priority level for the
traffic class. This parameter can be set through the negotiation
between the user and the network operator and traffic character-
istics are taken into account. A smaller weight means a higher
priority. To achieve fairness among all traffic classes, the net-
work thus needs to satisfy

(2)

where and are CBPs (the predefined
traffic priority weight) for real-time and nonreal-time traffic, re-
spectively.

Normally, there are many factors that affect the CBP. The ac-
tual CBP for each traffic class depends on the network capacity,
the offered traffic load of each traffic class, the priority of each
traffic class, the admission policy adopted to fulfill the QoS cri-
teria related to the handoff traffic, the action the network may
take in times of congestion, and so on. While some factors such
as the network capacity or the preassigned traffic priority could
be static, the offered load and the actions taken to deal with net-
work congestion may be dynamic. In this sense, the criterion in
(2) is static since it fails to reflect the real time network situ-
ation. Therefore, we generalize the concept of relative priority
and propose a more general way to meet the second QoS cri-
terion, i.e., maintain the relative priority among different traffic
classes. We use the following equation for this purpose:

(3)

Comparing to (2), we add one factor on the right-hand side of
(2). can be thought of as a function of some of the dynamic
factors mentioned earlier, representing the network’s real traffic
conditions or some procedures responding to traffic changes or
QoS status.

To take into account network traffic load, we allow to be
a function of the offered load, a commonly used measure of
traffic load. More precisely, the offered load per cell for each
traffic class can be defined as the product of traffic arrival rate,
the connection holding time, and the normal bandwidth

(4)

Replacing with the ratio of the offered load of real-time to the
offered load of nonreal-time traffic, we obtain

(5)

The advantage of this approach will be discussed in Section V.
Hereafter, we call the scheme satisfying (1) and (2)
and the scheme satisfying (1) and (5) .

B. Connection Admission Policy

In the proposed scheme, three reservation thresholds, namely,
, , and , are maintained and dynamically adjusted. is

the bandwidth reserved for real-time handoff connections only,
and is the bandwidth reserved for handoff traffic including
real-time handoff and nonreal-time handoff traffic. is the
threshold used for admitting the two types of new traffic and
is set such that the relative priority is maintained. Its role thus
is not fixed, depending on the instantaneous status of the rela-
tive priority for the traffic classes. More specifically, in (2) or
(5), if the CBP for real-time traffic is too large to meet the re-
quirement, should be used to favorably accept more of the
new real-time connections; if the CBP for real-time traffic is too
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Fig. 1. Admission policy.

small, should be used to favorably accept more of the new
nonreal-time connections. By definition, .
Assume now we know , , and (more details on adap-
tation will be given in Section IV), the connection admission
policy is given as follows. A handoff real-time connection is
always admitted as long as there are BUs available and
rejected otherwise. Upon a handoff nonreal-time arrival, it will
be admitted if there are BUs available; otherwise,
it is rejected. For a new real-time connection, it is admitted if
there are or BUs available and rejected
otherwise. Similarly, for a new nonreal-time connection, it is
admitted only if or BUs are avail-
able. The pseudo-code for the connection admission control, in-
cluding the throttling of new connections in times of heavy con-
gestion, is shown in Fig. 1. Note that the parameter prob denotes
the probability of throttling and the function rand() generates a
random number uniformly distributed in . switch can be
considered as a Boolean sign, which indicates the role of .

C. Cooperation Among Cells

In the cellular network, traffic in different cells have correla-
tions. We observe that at one time, if one cell is swarmed with
a lot of new connection requests due to traffic burstiness and
many of them are admitted into the cell, it is likely that some
time later, one or several of the neighboring cells will receive
heavier handoff traffic from this cell. Hence, it is necessary and
more efficient to deal with network congestion in a cooperative
manner to prevent this from happening when executing the ad-
mission control. We adopt this idea in this scheme to cope with
the situation where the network is undergoing heavy traffic load
in times of burstiness. The details are as follows.

For a time interval, each cell measures CBPs and CDPs, i.e.,
and (or and ). Each time the cell finds

that the measured CDP for a certain traffic class, either real-time

or nonreal-time traffic, is equal to or larger than a certain por-
tion of QoS bounds, it will increase the corresponding band-
width reservation threshold for the traffic class (please refer to
Section IV for details). However, in the case of heavy network
congestion, even if the total available BUs in the cell are all re-
served, the predefined QoS requirement still may not be satis-
fied. To avoid this situation, we will actively take some preven-
tive actions beforehand. We count the number of times we in-
crease the reservation thresholds for handoff traffic. Once one
reservation threshold is consecutively increased for a certain
number of times, say three times, the cell is deemed experi-
encing heavy handoff traffic. In this case, to reduce the poten-
tial incoming handoff traffic and keep the CDP below the upper
bound, the cell will inform all of its neighbors to further throttle
the admissions of new connections of the same traffic class as
the handoff traffic class in the current cell. Similar to [4] and
[22], our proposed scheme admits the new connection request
with a certain probability generated online, which is called the
probability of throttling new connections. Details on how to gen-
erate the probability are given in Section IV.

IV. THRESHOLD ADAPTATION

The key idea in this scheme is to accurately adjust the values
of these three thresholds , , and . First, we introduce
the method to calculate . From what is stated in the admis-
sion policy, we know is the bandwidth reservation threshold
for real-time handoff connections only; here, we adopt the tech-
nique similar to the dynamic resource allocation scheme in [15]
to estimate . As we will see clearly later, the techniques we
use to estimate (or , the reserved bandwidth for non-
real-time handoff connections) only serves to provide a good
initial value that should be further adapted. Therefore, in gen-
eral, any method that can provide a good initial value can be
used in our scheme. In this sense, our scheme is independent of
any specific technique we use to obtain the initial value.

A. Adaptation of

Let time denote the time instant of the arrival of a new
real-time connection request in a typical cell . Let be the ex-
pectation of the CHT of this new connection in cell . In the time
interval , some of the existing real-time connections may
leave cell either due to completion or due to a handoff to the
adjacent cells. We define an outgoing event to be such a depar-
ture, which will result in a release of BUs. Meanwhile,
there are some handoff real-time connections coming into cell

from its neighboring cells. We define an incoming event to be
a handoff into cell , which will consume channels. We
want to obtain the net bandwidth changes of cell in .

Let denote the number of real-time connections in cell
that will leave cell , and let denote the number of handoff
real-time connections that will enter cell in . Therefore,
a total of events will occur in cell during . Let

be a sequence of these events and be the set
of all possible sequences that may take place in , then
we can obtain the cardinality of

(6)
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If we define as the net change in the number of BUs
allocated to real-time connections from time to the end of th
event in , it is obvious that

if th event is outgoing
if th event is incoming.

(7)
Here, we assume and . Let

, corresponding
to the maximum net change in the number of BUs allocated to
real-time connections in cell in . could also be
thought of as the maximum number of BUs that needs to be
reserved to deal with handoff real-time connections that arrive
in . Because all these incoming and outgoing events
are independent, each possible sequence occurs with an equal
probability, i.e., . We thus set to the expected
value of

(8)

B. Adaptation of

Again, let time denote the time instant of the arrival of a new
nonreal-time connection request in cell . Let be the expec-
tation of the CHT of a new nonreal-time connection in cell .
(According to our assumptions, the expectations of the CHT for
a new connection and a handoff connection are equal.) Before
calculating , we calculate the expected value of the maximum
number of channels which needs to be reserved for handoff
nonreal-time connections arriving in .

Similarly, let denote the number of nonreal-time connec-
tions in cell leaving cell due to completion or handoff, and
let denote the number of handoff nonreal-time connections
entering cell in . In a very similar manner, we can
obtain

(9)

where , and are the counterparts of , ,
and defined earlier.

By definition, should be the sum of and , thus we
obtain the estimate of

(10)

Note that the BS in cell needs to communicate with its neigh-
bors to acquire the information about how many handoff con-
nections will come into cell in or , i.e., to
acquire the information to calculate and . According to the
traffic model described in Section II, we can easily obtain the
parameters involved, i.e., , , , , , , , and .
Also note that the calculation order of and implies that
handoff real-time traffic is granted higher priority than handoff
nonreal-time traffic.

C. Adaptation of

Before calculating , we calculate , which could be
thought of as the bandwidth that is reserved for new real-time

traffic against new nonreal-time traffic or the bandwidth that
is reserved for new nonreal-time traffic against new real-time
traffic, depending on the instantaneous relative priority status
for the traffic classes. For instance, in (2) or (5), if the relative
priority between real-time traffic and nonreal-time traffic is
violated because real-time traffic is unfairly rejected compared
with nonreal-time traffic, should be the bandwidth reserved
for new real-time connections so that more real-time connec-
tions can be accepted, and vice versa. The initial value for

could be set as or . Therefore, can be
estimated as

if is for new rt conn.
if is for new nrt conn.

(11)

Notice that in (11), we only set the initial value of . When
the scheme is running, we will adapt the value of according
to the second criterion mentioned earlier.

D. Further Adaptation of Thresholds

It is seen that we use the expected maximum net bandwidth or
nominal bandwidth to estimate the reservation thresholds. We
may expect deviations from them in a dynamically changing
network environment, where the accuracy of the estimation may
degrade. Therefore, it is insufficient to depend only on the above
three thresholds to fulfill the task of QoS provisioning. To meet
the QoS criteria mentioned in Section III, further adaptation of
these thresholds is needed. The details are shown in Fig. 2.

In Fig. 2, ,
are the threshold factors indicating when the measured CDP

is above or below , the threshold
will increase or decrease. Once the threshold is consecutively
increased for a certain number of times, denoted by time_th,
the cell will inform all of its neighbors to do throttling as we
described before. refers to the rt_indexth
power of , in which rt_index is an integer. The positive
or negative value of means we actually increase or
reduce the value of the initial value of , which is obtained
as described earlier. It is worth noting that when the measured
CDP exceeds , we immediately boost rt_index to
zero if it was negative in previous step. In this way, this scheme
is always able to be responsive enough to fulfill the QoS bound
criterion. The portion of how to adapt is omitted since it is
similar to that of adapting .

To guarantee the second QoS criterion, and are used
to make (2) or (5) hold. As we can see in the pseudo-code re-
garding how to adapt , there are three parameters, namely,
switch, percentage, and adj_index. switch is defined as before.
Percentage refers to the deviation error the scheme may tolerate,
i.e., the second criterion is still considered to be met. For in-
stance, if percentage is set to be 0.1, this means that as long
as the ratio of the right-hand side and the left-hand side of (2)
or (5) is within the range , the equations hold and the
QoS criterion is met. The role of adj_index is very similar to
rt_index. However, in the adaptation here, we change ,
according the value of adj_index in a way that, the larger the
absolute value of adj_index, the faster the adaptation speed.
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Fig. 2. Reservation thresholds adaptation.

This ensures the adaptation of can promptly respond to the
change of the incoming traffic and/or QoS status. Finally, when
adj_index is less than a threshold, adj_index_th, which means

is nearly zero, the scheme will reverse the parameter switch,
letting be reserved for the other traffic class instead of the
current traffic class it is in.

E. Probability of Throttling

Each cell keeps a nonnegative integer array for each
traffic class for its neighbors. is the number of traffic classes
and is the number of neighboring cells. Since we consider
real-time and nonreal-time traffic in this paper, is equal to 2.
If the cell’s th neighbor sends a message
to the cell to throttle or dethrottle a real-time traffic class, then

is incremented or decremented by one. It is similar for
nonreal-time traffic. When there is an incoming new connection
request, the cell will use the following equation to generate the
probability of throttling new connections:

(12)

where is a real number less than and close to 1, say 0.9. We
can see (or ) is equal to one if (or

) is zero. This means we do not need to throttle the
new real-time (or nonreal-time) connections.

F. Estimation of Arrival Rate and

In order to make scheme DMTBR_G work properly ac-
cording to the current network traffic situation, we need to
provide real-time information about the incoming traffic. Thus,
we need to estimate the current arrival rate of real-time con-
nection (nonreal-time connection) . Assume that we
measure the arrival rate at a fixed period , and we denote the
measured arrival rate of real-time connections and nonreal-time
connections at the th measurement period
as and , then we can estimate the arrival rate
using a low-pass filter

(13)

where and can be obtained by

# of new rt arrivals in th period

# of new nrt arrivals in th period
(14)

and is a weighting factor, usually . We can see
that more weight is given to the arrival rates recently observed.

G. Updating Frequency

In responding to the network traffic condition as promptly as
possible, it would be ideal that each time a new or handoff con-
nection request arrives in cell , all three reservation thresholds
are updated so that an admission decision could be made for
the request. However, the BS may update the thresholds each
time it has received connection requests, considering that
each update may incur some communication and computation
overheads. could be chosen to provide the tradeoff between
system performance and overheads. Its impact on the perfor-
mance will be investigated in Section V.

V. PERFORMANCE EVALUATION

In this section, we present the performance results for our pro-
posed scheme based on extensive simulations. Our simulation is
carried out using OPNET Modeler. The simulation model is a
wrap-around model as shown in [23], which comprises 37 cells.
Each cell, represented by a hexagon, has six neighbors so that
handoff departure from the edge cells will not be ignored.

We consider the following simulation parameters. The total
number of BUs in each cell is 50. The number of BUs each
real-time or nonreal-time connection will need is or

. The real-time connection may be voice calls and
the nonreal-time connection may represent file transfer or web
browsing. For real-time traffic, the mean duration
s and the mean cell residence time s. For non-
real-time traffic, s and s. On
average, each connection will handoff once during its lifetime.
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Whenever there is a handoff request, it will randomly choose
a destination from the six neighboring cells. We assume that
25% of traffic is real-time traffic, and 75% of the traffic is non-
real-time traffic. This is consistent with the fact that data ser-
vices will dominate network traffic in the near future. New con-
nections, including real-time and nonreal-time connections, ar-
rive according to a Poisson process. According to the assump-
tion, 86.96% of the new connection arrivals are real-time con-
nections, and the rest are nonreal-time connections. For both
DMTBR_A and DMTBR_G, and

. The ratio is equal to one, with percentage set
to 0.1. The threshold factors and are set
to 0.5; and are set to 0.8. and

. The base and equal 1.1. The
default value of is 1.1. However, it changes to 1.15 or 1.2
when is larger than 10 or 20. The update fre-
quency is set to 20 unless otherwise specified. The simulation
time is 3 h.

Fig. 3(a) and (b) shows in a homogeneous environment the
new connection blocking probabilities and handoff dropping
probabilities for both traffic classes, as a function of average new
connection arrival rate for both DMTBR_A and DMTBR_G.
Through calculation, we know that arrival rate 0.1 connection/s
corresponds to about 110 Erlangs, which is 220% of the full
load. In Fig. 3(a), as expected, we can see that for DMTBR_A,
the blocking probabilities for the two classes are almost equal
to each other. For DMTBR_G, since the ratio of offered load of
each traffic class is taken into consideration, which is equal to
1:3, the ratio of blocking probabilities for the two traffic classes
is also about 1:3. Through direct calculation, we find out that
on average, the CBP for real-time traffic is reduced 58.23% in
DMTBR_G compared to that in DMTBR_A, whereas the CBP
for nonreal-time traffic is only increased 9.89% in DMTBR_G
compared to that in DMTBR_A. In Fig. 3(b), we see both
schemes successfully keep the handoff dropping probabilities
of both traffic classes under the predefined QoS bounds as
expected, even when the network is experiencing heavy traffic.
Also, there is not big difference in these two schemes in terms
of handoff-dropping probabilities.

In addition to CBPs and CDPs, we check the performance
of these two schemes in terms of traffic throughput. The traffic
throughput for real-time (or nonreal-time) traffic is defined as
follows:

CHT of rt (nrt) conn.
(15)

where , as mentioned before, is the total number of BUs avail-
able in each cell, is the total number of cells in the
entire network and ST is the total simulation time. Rather than
using the average time spent by each connection in a cell as [12]
did, we count the actual time spent by each connection. Obvi-
ously, this will give us a more accurate result. The entire network
throughput is the sum of the throughput for each traffic class in
the network.

The traffic throughput of each traffic class for both schemes
is shown in Fig. 3(c). In DMTBR_A, the traffic throughput is
approximately increasing with the connection arrival rate. For
DMTBR_G, when traffic arrival rate is low, it performs just like

Fig. 3. Performance in homogeneous environment: (a) CBP, (b) CDP, (c)
traffic throughput, and (d) system throughput.

DMTBR_A. However, when the traffic arrival rate is getting
higher, or when the network is overloaded, it behaves a little
differently. The real-time traffic throughput is still increasing
with the arrival rate, whereas nonreal-time traffic throughput
remains in a certain level and lowers a bit at the end. This is
because in DMTBR_G the lower CDP for real-time traffic is
achieved at the cost of the higher CBP for nonreal-time traffic;
accordingly, we observe the decrease in the throughput of non-
real-time traffic and the increase in the throughput of real-time
traffic. Nevertheless, it can be observed that both schemes suc-
cessfully achieve a stable throughput even under heavy traffic
situations. From a system’s point of view, these two schemes
differ very little in terms of network throughput, which can be
observed in Fig. 3(d). The network throughput keeps increasing
as the offered load increases, showing very little difference.
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Fig. 4. Throttling probability: (a) DMTBR_A and (b) DMTBR_G.

Combining the observation in Fig. 3, we discover the advantage
of DMTBR_G over DMTBR_A which is gained by generalizing
the concept of relative priority. Without compromising network
throughput, DMTBR_G significantly improves the user satis-
faction for new real-time traffic (in terms of the CBP) while
only slightly affecting the user satisfaction for nonreal-time new
traffic. Meanwhile, the user satisfaction for handoff traffic (in
terms of the CDP) is well maintained for both schemes.

Next, we consider the detailed throttling operations in each
cell. Fig. 4(a) and (b) shows, in each scheme, the throttling prob-
abilities for both types of traffic, starting from the beginning of
a simulation run (i.e., ) for arrival rate in cell 0
and cell 36. In the simulation model, cell 0 is in the center and
cell 36 is located at the edge. In both figures, as time passes,
the throttling probabilities for real-time traffic are almost one,
which means the neighboring cells of cell 0 or 36 rarely throttle
the acceptance of new real-time connections. This is consistent
with Fig. 3(b), where the CDP for real-time traffic is well below
the predefined QoS bounds, indicating there is no need to re-
duce the new connection admission for fulfilling the first QoS
criterion. For nonreal-time traffic, as time passes, the throttling
probabilities first drop then fluctuate around a certain value after
the network is in a stable state. Thus, we know that the cells keep
the first QoS criterion for nonreal-time traffic with the help of
cooperative neighbors, which reduce the admission probability
for new connections due to nonreal-time traffic when necessary.

Fig. 5 shows how varying QoS requirements affect the per-
formance of the scheme. Since we assume that a large portion
of traffic is due to nonreal-time traffic, we present the results
obtained for DMTBR_A with the variation of for the
purpose of illustration. As observed, the CBP decreases as the
QoS bound is relaxed. The reason is as follows. A loose
QoS bound means less bandwidth needed to be reserved for the

Fig. 5. Performance versus QoS.

Fig. 6. Performance versus update frequency.

handoff traffic. As a result, the more available bandwidth can be
used to accept more new connections. Since a fixed ratio of the
CBPs for both traffic classes is maintained, they together will in-
crease at the same pace. CDPs for both traffic classes are getting
larger. For the CDP of nonreal-time traffic, it is easy to under-
stand since we loosen the QoS bound. For the CDP of real-time
traffic, since more new connections are accepted, it is likely that
its corresponding CDP will increase, given that the entire net-
work bandwidth is fixed. The throughputs for both traffic classes
increase because the effect of the relaxed is magnified
and then reflected on the reduction of CBPs, which result in a
larger throughput. Accordingly, the network throughput is also
increasing.

We also investigate how dependent the system performance is
on the value of update frequency . Larger means a slower
update rate. Fig. 6 shows that all the performance metrics, in-
cluding the CBP, the CDP, and throughput, are not very sensitive
to the value of , even when is equal to 80. Therefore, the
system can work well without incurring too frequent updates,
hence communication and calculation overheads among BSs.
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Fig. 7. Performance in heterogeneous environment: (a) CBP, (b) CDP, (c)
traffic throughput, and (d) system throughput.

As a consequence, this scheme could be implemented and used
in current systems.

Finally, we measure the performance of these two schemes
in a heterogeneous environment. Although the network traffic
composition is fairly stable in a long run, it may fluctuate some-
times. In the simulation, we model a system where the portion
of the nonreal-time traffic in the entire traffic is changing from
70%, to 75%, then to 80%, while all the other traffic parameters
are the same. For each specific value of the traffic portion, the
network stays for one-third of the total simulation time. The re-
sults are shown in Fig. 7. The results show that the schemes still
behave the same way, which means our scheme could work well
in a heterogeneous case, too. This is expected since the scheme
is, in essence, an adaptive one.

VI. CONCLUSION

In this paper, a DMTBR scheme is proposed to guarantee
QoS provisioning in wireless multimedia networks. According
to network traffic situations and QoS status, three bandwidth
thresholds are dynamically adapted. In addition, when the
network is under heavy traffic load, cooperation among neigh-
boring cells is exploited. As a result, this scheme is able to
provide a QoS guarantee while efficiently utilizing network
resources under various traffic loads in both homogeneous and
heterogeneous environments. Also, we generalize the concept
of relative priority and show the acquired performance gain.
With these desirable features, our proposed scheme is likely to
be useful in future wireless systems.
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