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Abstract—The event-driven nature of wireless sensor networks
(WSNs) leads to unpredictable network load. As a result, conges-
tion may occur at sensors that receive more data than they can
forward, which causes energy waste, throughput reduction, and
packet loss. In this paper, we propose a rate-based fairness-aware
congestion control (FACC) protocol, which controls congestion
and achieves approximately fair bandwidth allocation for different
flows. In FACC, we categorize intermediate relaying sensor nodes
into near-source nodes and near-sink nodes. Near-source nodes
maintain a per-flow state and allocate an approximately fair rate to
each passing flow. On the other hand, near-sink nodes do not need
to maintain a per-flow state and use a lightweight probabilistic
dropping algorithm based on queue occupancy and hit frequency.
Our simulation results and analysis show that FACC provides bet-
ter performance than previous approaches in terms of throughput,
packet loss, energy efficiency, and fairness.

Index Terms—Congestion control, media access control (MAC),
quality of service (QoS), wireless sensor networks (WSNs).

I. INTRODUCTION

W IRELESS sensor networks (WSNs) have been widely
applied to habitat monitoring [1], healthcare [2], object

tracking [3], battlefield surveillance, etc. They are different
from traditional wireless networks in several aspects [4]. Com-
monly, sensor nodes are restricted in computation, storage,
communication bandwidth, and, most importantly, energy sup-
ply. Extensive studies have been carried out in recent years on
the physical layer [1], [5], the media access control (MAC)
layer [6]–[8], and the network layer [9]–[11].

The event-driven nature of WSNs leads to unpredictable
network load. Typically, WSNs operate under idle or light load
and then suddenly become active in response to a detected
event. When the events have been detected, the information in
transit is of great importance. However, the bursty traffic that
results from the detected events can easily cause congestion in
the networks, particularly in high-rate applications. In WSNs,
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when data converge toward the sink, i.e., the base station,
congestion is more likely to happen at sensors that receive more
data than they can forward. Therefore, congestion control is a
critical issue in WSNs.

In addition, to let the sink successfully receive the data from
different sensors (i.e., acoustic, video, and vibration sensors),
we need to consider the fairness issue among the source nodes.
For example, in the battlefield surveillance application, each
sensor continuously measures its vicinity at a rate of several
hundred samples per second. When a significant event (a tank
enters the monitored field) is detected by acoustic or pressure
sensor nodes, every sensor transmits a time series of recorded
samples to the base station. To acquire a multidimensional view
of the battlefield, all source sensors should transmit data to
the base station in a fair fashion. Energy efficiency is also a
critical issue in WSNs because of the restricted power supply.
Typically, sensor nodes are battery driven and, hence, have
to operate on a limited energy budget. Furthermore, battery
replacement is impossible in many sensor networks due to the
inaccessible or hostile environments.

Congestion control in WSNs remains as a hot topic. Some
papers [12]–[15] provide reliable end-to-end data delivery from
every sensor to a sink. A few papers [16]–[20] discuss con-
gestion control mechanisms. However, how to ensure fairness
among sensors is not well addressed by previous research. In
event-to-sink reliable transport (ESRT) [13], by monitoring the
congestion-notification bit carried in the packet header, the base
station decides a common rate for all sensors so that no packet
will be dropped in the network. This approach achieves fairness
but is too pessimistic because every sensor must adapt to the
worst rate in the most congested area.

In this paper, we propose a new congestion-control scheme
that achieves an approximately fair bandwidth allocation. In-
tuitively, we require that each flow receives a fair share of the
available bandwidth according to its generating rate. However,
in WSNs, both the available bandwidth and the number of
active flows are time varying. Thus, it is very impractical to
allocate a fixed rate to each flow. To achieve an approximately
fair bandwidth share, we develop a novel mechanism, namely,
fairness-aware congestion control (FACC). In FACC, to adjust
the sending rate of each flow as early as possible and save the
precious resource at the nodes close to the sink, we categorize
all intermediate sensor nodes into near-source nodes and near-
sink nodes. Near-source nodes maintain a per-flow state and
allocate an approximately fair rate to each passing flow by
comparing the incoming rate of each flow and the fair band-
width share. On the other hand, near-sink nodes do not need
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to maintain a per-flow state and use a lightweight probabilistic
dropping algorithm based on queue occupancy and hit frequen-
cy. The reason for this classification is that we can delicately
design a strategy to assign an appropriate rate to the near-source
nodes and explore a simple strategy on the near-sink nodes to
save energy and avoid congestion at the same time.

The rest of this paper is organized as follows. Section II sur-
veys the related works. Section III discusses the network model
and the target problem. Section IV introduces the proposed
FACC scheme. A discussion is presented in Section V. The
performance evaluation of FACC is carried out in Section VI.
Finally, we conclude this paper in Section VII.

II. RELATED WORKS

In the literature, many works have been conducted on con-
gestion mitigation, congestion control, and reliable transmis-
sion in WSNs. Existing works can generally be classified into
three groups.

The first group consists of transport protocols that provide
end-to-end reliability without congestion control. Reliable mul-
tisegment transport (RMST) [12] is an example of these proto-
cols. RMST is a hop-by-hop reliable transport protocol built on
top of directed diffusion in which packet loss is recovered hop
by hop using caches in the intermediate nodes. RMST guaran-
tees reliability but is designed for more capable sensor nodes.
In addition, in RMST, the rate at which data are transmitted by
a node must be manually set by a system administrator.

The second group consists of centralized congestion control
schemes. ESRT in WSNs [13] allocates transmission rates to
sensors such that an application-specific number of sensor read-
ings are received at the base station, which prevent the network
from congestion. ESRT’s rate allocation is centrally computed,
i.e., the base station periodically counts the number of received
sensor readings and retasks the sensors by broadcasting a
new transmission rate. ESRT uses a sophisticated control law
based on empirically derived regions of operation and does
not attempt to find an efficient and optimal rate allocation.
Unlike ESRT, the work of Kim et al. [14] uses a simple sink-
initiated control protocol to coordinate transmissions with end-
to-end selective negative acknowledgments and retransmissions
to provide reliability. Paek and Govindan [15] place all the
congestion-detection and rate-adaptation functionality in the
sinks and use end-to-end explicit loss recovery to achieve
reliable transport control.

The third group of protocols consists of distributed conges-
tion control schemes. Fusion [16] uses the queue length to
measure the level of congestion and integrates three techniques:
hop-by-hop flow control, rate control, and prioritized MAC.
With this combination, Fusion achieves higher goodput and bet-
ter fairness with heavy loads than previous schemes. Conges-
tion detection and avoidance (CODA) in sensor networks [17]
is another congestion-mitigation strategy, which uses slightly
different mechanisms from Fusion. It senses both channel and
buffer occupancies to measure the congestion level. CODA
considers two strategies: open-loop backpressure for transient
congestion and end-to-end acknowledgment based approach for
persistent congestion. Unlike Fusion, CODA does not explic-

Fig. 1. Simple example of rate allocation.

itly focus on per-source fairness. Interference-aware fair rate
control [21] is another distributed rate allocation scheme that
employs schemes to achieve fair and efficient rate limiting. It
uses a tree rooted at each sink to route all data. When conges-
tion occurs, the rates of the flows on the interfering trees are
throttled. However, these schemes do not differentiate between
intermediate nodes. Furthermore, in a large network that is un-
der congestion, our approach can allocate the exact bandwidth
share to each passing flow and make the best of resource.

III. NETWORK MODEL AND PROBLEM FORMULATION

A. Network Model

A sensor network consists of a large number of sensors and
a base station, i.e., a sink. The sink is connected via an external
network to a data-collection center. We assume that the trans-
ceivers of sensors operate at adjustable transmission rates and
that each source sensor generates data at the same original rate.

The sensors share the same wireless medium, and each
packet is transmitted as a local broadcast in the neighborhood.
Two sensors are neighbors if they are in the transmission range
of each other and can directly communicate with each other.
We assume a MAC protocol, i.e., IEEE 802.11, which ensures
that, among the neighbors in the local broadcast range, only the
intended receiver keeps the packet and other neighbors discard
the packet. Data packets are sent from source nodes, which can
detect the event and generate data packets to the base station.
We assume that all data packets have the same size and that
sensors are static after initial deployment.

Consider a network of N sensor nodes, where each node is
uniquely identified by an integer in the range of [1, N ]. Each
sensing node always has traffic to send. The traffic originated by
source node i is denoted by the ith flow, i.e., fi. We seek to as-
sign a fair and efficient rate ri to fi (or, equivalently, to node i).
Specifically, ri is the transmission rate of flow fi and does not
include the rate at which node i forwards traffic.

The key to congestion control is to make sure that the total
rate at which every sensor node transmits data is equal to or
less than its available bandwidth. As shown in Fig. 1, the sensor
nodes with solid dots are source nodes, i.e., nodes a, c, e, and
f , and the rates at which they generate data are ra, rc, re, and
rf , respectively. For sensor node c, we assume that its available
bandwidth is Bc. Obviously, fa, fc, fe, and ff need to get
through node c. The number of active flows, where node c is
engaged, should be different from the number of flows going
through it. For those flows either originated or terminated at
a node, the node counts each as one flow, whereas for those
flows only passing through the node, the node counts each as
two flows, i.e., one in and one out. Therefore, 2ra + rc + 2re +
2rf ≤ Bc. Similarly, 2ra + 2rf ≤ Bb. Consider the scenario
that an object entering a field triggers a large number of sensors
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to track its movement. How fast should those sensors send data
to the sink? If the generating rate is too low, the system may
lose track of the object. If the generating rate is too high, it may
cause congestion. Suppose that the sensors initially attempt
to generate as much as they can. When congestion occurs at
an intermediate sensor x, by our scheme, the generating rates
of source nodes are forced to slow down, in accordance with
x’s available bandwidth. Eventually, the whole network adapts
toward the maximum congestion-free throughput. Furthermore,
the lower generating rates will alleviate wireless interference
and contention.

B. Target Problem

The network load greatly depends on the total transmission
rate of flows and has a significant impact on packet loss and
energy efficiency. The transmission rate of a flow is determined
by the channel capacity, the activity of the neighbor sensors and
the quality-of-service (QoS) requirements (e.g., lifetime). Thus,
both the sending rates and the network load are time varying
and are hard to measure. Therefore, estimating the sending rate
for each flow and the network load is our first concern.

When the network load exceeds the available bandwidth,
congestion occurs. Congestion has dreadful consequences in
terms of network utilization, energy efficiency, and packet loss
in WSNs. When the offered load goes beyond the critical point
of congestion, fewer bits can be sent with the same amount of
energy, and the throughput is significantly degraded. Moreover,
when a packet is dropped, the energy spent by upstream sensors
on the packet is wasted. The farther the packet has traveled, the
greater the waste is. We should avoid transmitting these packets
bounded to be dropped. Therefore, we adjust the sending rate
for each flow as early as possible to avoid congestion. How to
effectively adjust the sending rate for each flow is our second
concern.

According to the event-driven nature of WSNs, a large
number of flows will be produced when events take place. To
acquire a multidimensional view of the object region, we must
guarantee that each flow transmits its data to the sink in a fair
fashion. However, a collection of sensors generating high-rate
data can easily overwhelm the network such that the network is
unable to operate efficiently. Therefore, how to efficiently and
fairly allocate the rate of each flow is our foremost concern.

IV. FAIRNESS AWARE CONGESTION

CONTROL DESCRIPTION

To avoid transmissions of unnecessary packets that will
otherwise cause a waste of bandwidth and energy, the sending
rate of each flow should be adjusted to an appropriate level as
early as possible. Thus, it is desirable to adjust the sending rate
of each flow at the nodes that are close to source nodes. On the
other hand, in WSNs, the nodes that are close to the sink for-
ward more traffic than other intermediate nodes. Thus, their re-
source and energy are more precious. To adjust the sending rate
of each flow as early as possible and save the scarce resource at
the nodes close to the sink at the same time, we categorize all
intermediate sensor nodes into near-source nodes and near-sink

Fig. 2. Logic framework of our scheme.

nodes. Near-source nodes maintain a per-flow state and allocate
an approximately fair rate to each passing flow by comparing
the incoming rate of each flow and the fair bandwidth share.
On the other hand, near-sink nodes do not need to maintain
a per-flow state and use a lightweight probabilistic dropping
algorithm based on queue occupancy and hit frequency.

Our scheme is shown in Fig. 2. First, the near-sink node
sends a warning message (WM) back to the near-source nodes
once a packet is dropped at this node. Second, the near-source
nodes calculate and allocate the approximately fair rate share
for each passing flow. Finally, the near-source node sends a
control message (CM) to notify the designated source node of
the updated sending rate.

A. Differentiation Between Near-Source Nodes and
Near-Sink Nodes

In this paper, we introduce two concepts, i.e., near-source
nodes and near-sink nodes. Just as their names imply, near-
source nodes are those nodes close to source nodes, and near-
sink nodes are those nodes close to the sink.

We use the optional field as our specific label field for
the purpose of differentiation. Every source node sets its label
field (e.g., label = k) for every packet. This label indicates how
far away this packet is from the sensing field. Every forwarding
node updates the label field by subtracting one (label = label −
1) when it receives a packet until the label field equals zero.
During a fixed interval, every intermediate node calculates the
ratio Rp as

Rp =
� of packets (label > 0)
� of total passing packets

. (1)

Intuitively, the larger Rp is, the closer the node is to the source
nodes. Therefore, the intermediate node is a near-source node
if Rp is no less than a threshold Tp (e.g., 90%). Otherwise, the
intermediate node is a near-sink node.

In WSNs, a flow usually traverses a few hops from its source
to the sink. The number of hops can be determined by routing
protocols and may be dynamic. The intermediate nodes in the
path will cooperate with each other to transmit the packet
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to the sink. According to our scheme, these nodes take on
different roles and implement different processes for different
purposes. The differentiation between near-source nodes and
near-sink nodes depends on applications and QoS requirements.
For example, if the complexity on the near-source node and
energy efficiency are concerned, a smaller k will be used to
provide fewer near-source nodes and more near-sink nodes. On
the other hand, if energy is not limited, we can set a larger k to
control possible congestion.

B. Near-Source Node Process

In WSNs, both the available bandwidth and the traffic load
are time varying. It is very complicated to implement fair
resource allocation when considering medium contention and
wireless interference. To allocate the available channel resource
to each node and to each flow passing through that node, we
adopt channel busyness ratio cb [22] as a metric to characterize
the network utilization and congestion status for the IEEE
802.11 MAC. We estimate the available bandwidth resource,
the arrival rate of each flow, and the number of active flows for
the particular node. As a result, we develop a fairness-aware
transmission control mechanism based on the aforementioned
metrics.

1) Estimation of the Available Bandwidth: Channel busy-
ness ratio cb, which is defined as the ratio of time intervals
when the channel is busy due to a successful transmission
or collision to the total time, provides a good early sign of
network congestion. As shown in our previous work [22], the
channel utilization for the optimal point is almost the same
for different numbers of active nodes and packet sizes, i.e.,
95% (with request to send/clear to send). We accordingly set a
threshold, which is denoted by thb, to 92% and leave 3% space
for saturation. After choosing thb, we can estimate the available
bandwidth of each node, which is denoted by BWa, as shown
in [22], as follows:

BWa =
{

0, cb ≥ thb

BW (thb − cb)data/Ts, cb < thb
(2)

where BW is the transmission rate in bits per second for the
DATA packet, data is the average payload size measured by
the channel occupancy time, and Ts is the average time of a
successful transmission at the MAC layer. Therefore, as long as
the channel busyness ratio does not exceed the threshold, the
node will not operate in the overload status, and the available
bandwidth could be used to accommodate more traffic with-
out causing severe MAC contention. Note that the available
bandwidth can be shared by all the nodes in the neighborhood,
including the observed node.

2) Computation of the Flow Arrival Rate: At each near-
source sensor node, we use exponential averaging, as shown in
(3), to estimate the rate of a flow. Let tki be the arrival time of the
kth packet of flow i and l be the packet length. The estimated
rate of flow i, i.e., ri, as shown in [23], is updated when the kth
packet is received as

rk
i =

(
1 − e−

T k
i

K

)
l

T k
i

+ e−
T k

i
K rk−1

i (3)

where T k
i = tki − tk−1

i is the interpacket arrival time, and K is a
constant. The choice of K is critical. First, a small K can make
the system quickly adapt to rate fluctuations, and a large K
filters the noise and avoids potential system instability. Second,
K should be large enough such that the estimated rate remains
reasonably accurate after a packet traverses multiple links.
This is because the delay jitter changes the packet interarrival
pattern, which may result in an increased difference between
the estimated rate and the real rate. To counteract this effect,
as a rule of thumb, K should be one order of magnitude larger
than the delay jitter experienced by a flow over a time interval of
the same size. Finally, K should be no larger than the average
duration of a flow. In [23], it has been shown that, by using
parameter e−(T k

i /K), under a wide range of conditions, the
estimated rate will asymptotically converge to the real rate.

3) Estimation of the Number of Active Flows: For WSNs,
all sensors generate or relay packets. Flows terminate only at
the sink. Since the channel is shared by both incoming and
outgoing traffic, the number of flows J should be different
from the real number of flows. This is because flows passing
through the node occupy twice the channel resource compared
with flows originating or terminating at the node.

We use one bit in the header of the packet as our special
field. It is set only by the source nodes. When the number
of remaining packets is larger than Tc × r, this bit, which
determines whether there are remaining packets in the current
flow to be transmitted in the next period, is set to 1; otherwise,
it is set to 0, where Tc is the control interval, and r is the rate
of the corresponding flow originated at the source node. During
the fixed period Tc, each intermediate node counts the number
of flows N according to the source address and excludes the
packets with special field 0. Thus, J can be estimated as

J =
{

2N + 1, a flow is originated
2N, otherwise.

(4)

4) Transmission Control on Near-Source Nodes:

1) Inter-node resource allocation: According to (2), each
node could calculate the total available bandwidth for its
neighborhood based on the measured channel busyness
ratio in Tc. To determine the available bandwidth of each
node, we assign the channel resource ΔS for each node
proportionally to its current traffic load S in Tc. Noticing
the linear relationship between BWa and BW in (2),
we have

ΔS =
thb − cb

cb
× S. (5)

Since both the incoming and outgoing traffic of each node
consume the same shared channel resource, S should
include the total traffic load (in bytes), i.e., the sum of
the total incoming and outgoing traffic. In Fig. 1, for
example, there are three flows at node c, and the total
traffic for node c is S = 2ra + rc + 2re + 2rf , where ra,
rc, re, and rf are the rates at which source nodes a, c,
e, and f generate data, respectively. When cb < thb, ΔS
is positive, which means that we can increase the traffic
load. In this case, the collision probability is very small,
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and all the traffic gets through. Thus, the total throughput
is approximately equal to the total traffic load. Since the
available bandwidth is proportional to thb − cb, we may
increase S by such an amount that, after the increase of
ΔS, S is proportional to thb, which is the optimal channel
utilization.

When cb ≥ thb, ΔS is negative, indicating that we
should decrease the traffic load. In this case, the linear
relationship between the available bandwidth and cb no
longer holds, and the collision probability dramatically
increases as the total traffic load increases. In addition,
when the node enters saturation, both the collision prob-
ability and cb achieve the maximum and do not change
as the traffic increases, although the total throughput
decreases. It thus appears that, ideally, we need to ag-
gressively decrease the total traffic load. However, it is
difficult to derive a simple relationship between the traffic
load and cb when cb ≥ thb. We hence use the same linear
function as in the case of cb < thb.

2) Intra-node fair-resource allocation: After calculating
ΔS, i.e., the change in the total traffic, we need to
assign it to all flows passing through that node to achieve
both efficiency and fairness. Obviously, the total available
resource at the node is ΔS + S, i.e., (thb − cb/cb) × S +
S = (thb/cb) × S. Thus, the fair rate share F (t) can be
computed as follows:

F (t) =
thb

cb
× S/J. (6)

3) Transmission control on near-source nodes: To avoid
congestion, we must ensure that the total transmission
traffic is no greater than the instantaneous channel ca-
pacity. Thus, the rate of flow i should be updated by
min(rk

i , F (t)). When rk
i > F (t), the near-source node

sends a CM to notify the corresponding source node of
the updated rate. The CM contains the flow ID, the node
ID, and F (t). When the source node receives the CM, it
immediately resets the sending rate.

We expect that no congestion exists after the source
node updates its rate. On the other hand, to save energy
for near-sink nodes, we take a simple process on near-sink
nodes. Specifically, we should take the feedback from
near-sink nodes into consideration. When a near-source
node receives a WM message from a certain near-sink
node, it implies that the rate of the flow is higher than the
ideal case. Hence, we update the rate for the particular
flow by α × min(rk

i , F (t)) (α is a system parameter, e.g.,
0.9). When rk

i > F (t), the near-source node sends a CM
to the corresponding source node to notify the updated
rate as α × F (t). When rk

i < F (t), the near-source node
sends a CM to the corresponding source node to notify
the updated rate as α × rk

i .

5) Rate Update Strategy of Source Nodes: Every near-
source node computes the fair bandwidth share for each passing
flow. According to our scheme, the near-source node will send
a CM to the corresponding source node when the rate of a
particular flow exceeds the fair bandwidth share or the near-

source node receives a WM from a particular near-sink node.
Thus, every intermediate node and every source node will
receive many CMs, which increases the overhead and may
degrade the system performance.

We assume that there are m hops from the source node to
the sink for flow fi. The rate calculated by intermediate nodes
for a certain flow is nonincreasing on the path toward the sink.
We denote the rate at every intermediate node in terms of hop
counts by rik, where k is the number of hops, and rik is the
available bandwidth share calculated by the kth node along fi’s
path. Obviously, we have ri1 ≥ ri2 ≥ · · · ≥ rim. As long as the
source node updates its sending rate as rim, the network will be
in good condition. Therefore, other CMs, except the one con-
taining rim, are meaningless. Each relaying node only relays
the CM containing the smallest rate and discards the others.

C. Near-Sink-Node Process

1) Stateless Fair Queue Management Mechanism: Every
near-sink sensor node is a hotspot with a high probability
because of the nature of WSNs. Thus, the resource of near-sink
nodes is more valuable. We explore a simple and efficient mech-
anism to implement transmission control for near-sink nodes.

Like random early detection [24], we preset two thresholds
Ql and Qh for queue occupancy. When a new packet arrives, the
near-sink node computes the hit frequency h(t) by examining
whether the packet is from the same flow as one of the M
packets randomly selected from the buffer. The hit frequency
h(t) is increased by one if one of the packets and the newly
arrived packet belong to the same flow. Intuitively, a higher hit
frequency h(t) implies that a larger number of packets exist in
the buffer for a particular flow. To achieve fairness, we need
to give more chances to those flows with lower occupancy.
Therefore, The arriving packets that belong to higher occu-
pancy flows have higher dropping probabilities. We calculate
the dropping probability pd of the arriving packet based on the
hit frequency h(t) as follows:

pd =

⎧⎨
⎩

0, Q(t) < Ql

h(t)/M, Ql ≤ Q(t) < Qh

1, Q(t) ≥ Qh.
(7)

2) Hop-by-Hop Backpressure: When packets are dropped
and the queue occupancy is between Ql and Qh, it indicates
that the rate of a particular flow is still higher than that of others
and needs to be decreased further. We can simply reduce the
sending rate of the corresponding source node. If the queue
occupancy exceeds Qh, the arriving packets will be dropped,
which indicates that the traffic is overwhelming, and we need
to reduce the rate of all passing flows.

To feed the network status information back to the corre-
sponding source node, the near-sink node will generate a WM
containing a flow ID and a node ID, as long as packet loss
occurs. The WM as a backpressure signal is eventually trans-
mitted to a certain near-source node, as shown in Fig. 2. Finally,
the near-source node will take corresponding aforementioned
actions.

3) Fairness of the Stateless QUEUE-Management Mecha-
nism: Consider a queue with N independent Poisson arrivals,
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each with rate λi and independent exponential service times.
The queueing discipline is first-in-first-out (FIFO), and the
mean service time of each packet is assumed to be 1/μ. To sim-
plify the analysis, let us first consider only two arrival processes
with arrival rates λ1 and λ2. We shall refer to the packets of
these flows as type-1 and type-2 packets, respectively.

An arriving packet is either admitted to the queue or dropped,
depending on the outcome of a certain comparison and buffer
occupancy Q(t), as explained next. When the buffer occupancy
is smaller than Ql, every arriving packet is admitted to the
queue. When the buffer occupancy is larger than Qh, each
arriving packet is dropped. When the buffer occupancy is
between Ql and Qh, each arriving packet is compared with M
randomly selected packets from the buffer, where the dropping
probability depends on the hit frequency h(t).

Let us first suppose that λ1 + λ2 < μ so that the queue is
stable, M = 1, and the selected packet is always the head of
the queue. We will later see that, with the dropping strategy in
place, the queue will be stable for all values of λ1, λ2, and μ.
The assumption of stability guarantees that an equilibrium
distribution exists for the queue-size process. We denote p1,A1

(respectively, p2,A1) as the probability that the head of the
queue is occupied by a type-1 (respectively, type-2) packet
when a packet of type 1 arrives. The well-known PASTA prop-
erty [25] asserts that pi,A1 = pi, for i = 1 and 2, where pi are
the corresponding occupancy probabilities for type i at arbitrary
time instants. Since we have assumed that both the arrival
processes are Poisson and independent, the same reasoning
applies to the probability pi,A2 , and the head of the queue is oc-
cupied by a type-i, i = 1 and 2, packet when a packet of type 2
arrives.

Given that the service time is independent identically distrib-
uted with exponential distribution and the service rate is μ, the
head of the queue, whatever type it is, will be served every 1/μ
time unit on the average, as long as the queue is not empty. We
denote pi,s, i = 1 and 2, as the probability that the head of the
queue is occupied by a type-i packet when the head of the queue
is served. Applying the PASTA property again, we find that pi,s

also equals pi for i = 1 and 2.
We summarize these observations as follows: pi,A1 =

pi,A2 = pi,s = pi, for i = 1 and 2, and p1 + p2 = 1. We now
use a rate conservation argument to evaluate pi. Consider type-
1 packets with arrival rate λ1. A portion (i.e., p1) of these
packets are dropped at arrival. Therefore, the departure rate of
type-1 packets from the queue is λ1(1 − p1). Since the service
rate is μ and a portion (i.e., p1) of the service rate is allocated
for type-1 packets, the departure rate of type-1 packets is μp1.
The requisite rate conservation is therefore λ1(1 − p1) = μp1.
Solving for p1 and p2, we obtain that p1 = (λ1/(μ + λ1)) and
p2 = (λ2/(μ + λ2)), respectively.

We can see that the occupancy probability for each flow is
independent of the arrival rate of other incoming flows. Since
μpi is the departure rate of type-i packets, the goodput of each
flow depends only on its own arrival rate and on the service
rate μ. When the number of flows N is bigger than two, all the
PASTA arguments will also go through. Since these arguments
also hold for only one flow, we obtain pi = (λi/(μ + λi)), for
any i ∈ N.

TABLE I
SIMULATION PARAMETERS

An interesting point is that, when λi � μ and, thus, pi � 1,
nearly all the packets of aggressive flows are dropped. At the
other extreme when λi � μ, we have pi � λi/μ and pi/pj �
λi/λj . We conclude that the ratio of the dropping probabilities
is really an indicator for the fairness of the dropping strategy.
That is, flows with higher arrival rates incur higher dropping
probabilities.

V. DISCUSSION

So far, we have equally treated all source nodes. In reality,
different sensors may be assembled with different onboard
apparatuses, and their data may have different priorities. The
weighted rate allocation captures such differences. Each source
sensor x is assigned a weight wx by operators. Intuitively, when
two sensors compete for available bandwidth, wxrx = wyry is
considered to be fair. Given a rate allocation rX = {rx|x ∈ X},
the corresponding weighted rate allocation unit is defined as
runit = {(rx/wx)|x ∈ X}, where X is the set of total source
nodes. The following modifications should be made to our
scheme with priority consideration.

The fair share rate F (t) should be computed at the near-
source nodes as follows:

F (t) =
thb/cb × S∑

wx
. (8)

The rate allocated to the specific source node should be calcu-
lated as follows:

Fnew(t) = F (t) × wx. (9)

Thus, the rate for flow i should be updated by min(rk
i ,

Fnew(t)). When rk
i > Fnew(t), the near-source node sends a

CM to the corresponding source node to notify the updated rate.
The dropping probability pd of the arriving packet based on

the hit frequency h(t) should be calculated at the near-sink
nodes as follows:

pd =

⎧⎨
⎩

0, Q(t) < Ql

h(t)wx/M
∑

wx, Ql ≤ Q(t) < Qh

1, Q(t) ≥ Qh.
(10)

VI. PERFORMANCE EVALUATION

We evaluate the proposed congestion-control scheme in this
section. We use network simulator ns2 version 2.29 to con-
duct the simulations. The default simulation parameters are
described in Table I.
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Fig. 3. Accumulated packet loss over time.

We implement the backpressure algorithm for comparison
purposes in our simulations. As we all know, backpressure is
CODA’s hop-by-hop congestion-control mechanism [17]. If a
sensor x is congested (based on channel utilization and buffer
occupancy), it periodically sends backpressure messages to its
neighbors, which will reduce their forwarding rates by a certain
percentage (25% or 50% in the simulations). If an upstream
node is a data source, it reduces the new data generating rate by
the same percentage.

In what follows, we first compare no-congestion-control,
FACC, and backpressure schemes in terms of packet loss,
achievable source rate, and throughput. We then evaluate the
property of energy expenditure. Finally, we study the impact of
FACC on fairness. For each data point in the figures, we run the
simulation on 30 randomly created networks and then take the
average.

A. Packet-Loss Comparison

The first set of simulations reveal that our congestion control
scheme yields a lower packet dropping rate than other schemes.
Fig. 3 shows the number of dropped packets in the networks
with respect to time under the offered traffic load of 1000 kb/s
for each flow. In Fig. 3, backpressure (50%) and backpressure
(25%) refer to the backpressure algorithms with 50% and 25%
reduction percentages, respectively, in a sensor’s data rate in
response to a backpressure message. Both backpressure (50%)
and backpressure (25%) drop a significant number of packets
during the process of congestion control, whereas fewer packet
drops by our congestion control scheme are observed during
simulations. Backpressure (50%) drops a smaller number of
packets than backpressure (25%) because the former more
aggressively reduces data rate and, thus, more quickly mitigates
congestion. On the contrary, our congestion-control scheme
tries to allocate exact bandwidth share to each flow and, there-
fore, remarkably lowers the packet drops. Fig. 4 compares the
number of dropped packets with respect to the initial rate at
which the source nodes generate new data. Intuitively, when the
initial source rate is higher, it takes more reduction cycles (more
time) to reduce the rate to an appropriate level, resulting in a

Fig. 4. Final packet loss with respect to offered traffic load.

Fig. 5. Total source rate change over time.

larger number of packet drops. As we can see, our congestion-
control scheme more precisely reacts to congestion and is less
sensitive to the initial source rate.

B. Source-Rate Comparison

This simulation demonstrates that our congestion control
scheme is capable of automatically adapting the sensor’s data
rate according to the network conditions and achieving better
congestion-free rate than other schemes. The total source rate
is defined as the total number of data packets generated by all
data sources per second. Fig. 5 compares the total source rates
of the schemes with respect to time under the offered traffic
load of 1000 kb/s for each flow. During the course of congestion
control, the total source rate is reduced. At the time instant of
around 100 s, congestion control comes into play (except for
no congestion control), and the total source rate becomes stable
after a short time period. FACC achieves the largest total source
rate due to its capability of allocating the exact bandwidth share
to each passing flow. On the other hand, the total source rates
of backpressure (50%) and backpressure (25%) are smaller than
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Fig. 6. Throughput with respect to offered traffic load.

our scheme, with the latter slightly better. Combining with the
results in Fig. 3, we observe a tradeoff between the number of
dropped packets and the total source rate. By more aggressively
decreasing the rate in response to congestion, backpressure
(50%) has a lower number of dropped packets but a smaller
source rate than Backpressure(25%).

C. Throughput Comparison

The following simulation confirms that our congestion-
control scheme achieves higher throughput than other schemes.
Fig. 6 compares throughput with respect to the offered traffic
load at which the sources generate new data. As aforemen-
tioned, when the offered traffic load is higher, the probabil-
ity of congestion becomes higher, but the throughput will
not proportionally increase. Fig. 6 shows that our congestion
control scheme has higher throughput than the backpressure
algorithms. This is because backpressure is hard to adapt to an
appropriate level, while our scheme assigns the exact available
bandwidth share to each flow and, thus, efficiently utilizes the
available bandwidth.

D. Energy Expenditure

The average energy expenditure is defined as the total num-
ber of transmissions in the network divided by the number of
packets successfully delivered to the sinks. One transmission
moves a packet one hop closer to the sink. Fig. 7 illustrates
how the average energy expenditure changes with respect to
different initial source rates. Fig. 8 depicts how the average
energy expenditure changes over time, with the initial rate of
1000 kb/s for each flow. We again find that our congestion-
control scheme is more energy efficient than the backpressure
scheme because of more efficient bandwidth utilization.

E. Fairness Comparison

For a random topology in Fig. 9, which consists of 50 sensor
nodes, one sink, and 10 flows (the solid circles are the source

Fig. 7. Energy expenditure per packet with respect to offered traffic load.

Fig. 8. Energy expenditure per packet over time.

nodes that generate data and form a flow), we explore the
fairness property in term of per-flow throughput.

From Fig. 10, we observe that our scheme can acquire
approximately fair bandwidth share, with each flow generating
data at 1000 kb/s. By contrast, no congestion control com-
pletely fails to guarantee fairness for the flows. In particular,
flow 2 takes the smallest share (zero), and flow 6 takes the
largest share in terms of throughput for two reasons. The first is
that different nodes suffer from different interference because
of hidden terminals and exposed terminals. The second is that
no congestion control favors shorter flows, particularly one- or
two-hop flows, and penalizes longer ones. Flow 6 may be such
a two-hop flow and achieves the maximum throughput as if
there were no other flows in the neighborhood. As a victim,
flow 2 encounters severe contention from surrounding nodes
and gains no throughput at all. With our scheme, we observe
that the starving problem for long flows is resolved. Our scheme
controls exactly every flow’s incoming traffic, hence reducing
interference and improving the channel utilization. Moreover,
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Fig. 9. Fifty-node random topology.

Fig. 10. Throughput with respect to different flows.

by monitoring the channel busyness ratio and each flow’s traf-
fic, our scheme can accurately calculate the available bandwidth
of the channel and fairly assign it to each flow. Therefore, our
scheme can achieve better fairness.

VII. CONCLUSION

In this paper, we have proposed a scheme for congestion
control in WSNs. This paper has provided a new mechanism
to control congestion and achieved reasonably fair bandwidth
allocation in resource-constrained WSNs. We have shown by
simulations that FACC has better performance than the back-
pressure schemes in terms of packet loss, energy efficiency,
channel utilization, and fairness. Particularly for throughput,
FACC can achieve up to 20% improvement compared with no

congestion control. For packet loss, FACC becomes stable after
a certain time in spite of the increase in offered traffic load,
while no congestion control results in linearly increasing packet
loss as the offered traffic load increases or as time elapses.
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