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Abstract—Ultrawideband (UWB) communication is an emerg-
ing technology that promises to provide high data rate commu-
nication for wireless personal area networks. One of the critical
challenges in UWB system design is the timing acquisition prob-
lem, i.e., a receiver needs a relative long time to synchronize with
transmitted signals. Clearly, the timing acquisition overhead will
significantly limit the throughput of high data rate UWB ad hoc
networks. To resolve the timing acquisition problem, the authors
proposed a general framework for medium access control (MAC)
protocols in their previous work (K. Lu, D. Wu, and Y. Fang,
“A novel framework for medium access control in ultra-wideband
ad hoc networks,” Dynamics of Continuous, Discrete and Impulsive
Systems (Series B), vol. 12, no. 3, pp. 427-441, Jun. 2005); under
the framework, a transmitting node can aggregate multiple upper
layer packets into a burst frame at the MAC layer. In this paper,
the authors propose an aggregation-based MAC protocol within
the framework. Besides packet aggregation, they also design a
novel retransmission scheme which is suitable for error-prone
wireless environment, in which only the packets that encounter
transmission errors will be retransmitted. To evaluate the perfor-
mance of the protocol, they develop a three-dimensional Markov
chain model for the saturated throughput performance. In addi-
tion, they also analyze the end-to-end delay performance through
simulation. Extensive numerical and simulation results show that,
compared to existing MAC protocols, in which upper layer packets
are transmitted one by one, the proposed protocol can drastically
reduce the timing acquisition overhead. Consequently, both the
throughput and the end-to-end delay performance can be signif-
icantly improved.

Index Terms—Bit error rate (BER), burst frame, delay, medium
access control (MAC), throughput, timing acquisition, ultrawide-
band (UWB).

I. INTRODUCTION

EFINED by Federal Communications Commission
(FCC), an ultrawideband (UWB) system is a radio system
that has a 10-dB bandwidth larger than 500 MHz or larger
than 20% of its center frequency [2]. To promote the devel-
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opment of UWB communications systems, the FCC allocated
an unlicensed frequency band 3.1-10.6 GHz for UWB systems
in 2002 [2].

Compared to existing narrowband wireless communication
systems, UWB can provide high data rate (> 100 Mb/s) in a
short range, typically less than 10 m, with much less power
emission (less than —41 dBm/MHz). These features are par-
ticularly suitable for wireless personal area network (WPAN)
applications. Consequently, UWB communication has been
studied extensively in both academia and industry in the past
few years. For example, the IEEE 802.15.3a working group
is currently focusing on UWB as the physical layer technique
for providing data rate as high as 480 Mb/s. Implementation
schemes for IEEE 802.15.3a have been proposed recently [3],
[4] by leading companies such as Motorola, Intel, and TI.

To successfully deploy UWB ad hoc networks, a number
of challenges have been identified and must be addressed [5],
[6]. One of the critical issues is that a receiver usually needs
a relative long time to synchronize its clock with transmitted
signals, known as the timing acquisition problem [5], [7],
[8]. From a physical layer perspective, timing acquisition is
generally performed by sending a preamble before information
bits [3], [4]. Depending on the receiver design, the duration
of a preamble varies from about 10 us [3], [4] to as high as
tens of milliseconds [9]. Obviously, the overhead of preambles
will significantly reduce the efficiency of high date rate UWB
networks [5].

In the literature, most existing studies addressed the timing
acquisition problem through the physical layer design. To re-
duce the timing acquisition overhead, we recently proposed a
general framework for UWB medium access control (MAC)
protocols in [1]. The main idea of our framework is to assemble
multiple upper layer packets into one burst frame at the MAC
layer. In contrast to the traditional approach, where each upper
layer packet is delivered individually, transmitting multiple
upper layer packets in one frame will significantly reduce the
synchronization overhead.

Our framework in [1] is based on the well-known carrier-
sensing multiple access with collision avoidance (CSMA/CA)
protocol, which is used in both WPAN and wireless local area
networks (WLANSs) [21]. In the literature, the performance of
CSMA/CA protocol has been studied theoretically in a number
of existing works. Most of them are based on a saturated
assumption, which means that every node in the network has
packet to send at any time [10], [11]. In [10], Bianchi first intro-
duced a two-dimensional Markov chain model to evaluate the
CSMA/CA protocol with binary exponential backoff scheme.

0018-9545/$25.00 © 2007 IEEE
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Wu et al. [11] improved the model to take into account the
retransmission limit in the protocol. Although the saturated
model cannot be used to analyze the throughput when the in-
coming traffic load is light and cannot be used to study the end-
to-end delay performance since it does not consider the impact
of the MAC layer queue, the saturated model can efficiently
provide insightful analytical results. Therefore, the saturated
model has been widely used in the literature and has been
extended to analyze improved CSMA/CA protocols [19], [20].

The main contribution of this paper is to design and analyze
the performance of an aggregation-based MAC protocol, within
the framework [1]. Specifically, the proposed protocol has two
major features: 1) a packet aggregation scheme at the MAC
layer and 2) a novel frame retransmission scheme, in which
only the packets that encounter transmission errors will be
retransmitted. With these salient features, our protocol can sig-
nificantly improve the performance of UWB ad hoc networks
even in an error-prone wireless environment.

To evaluate the performance of the protocol, we develop
a three-dimensional Markov chain model for the saturated
throughput performance. We also evaluate the end-to-end delay
performance through simulation, where the end-to-end packet
delay is the duration from the epoch that the packet enters the
MAC layer at the source node to the epoch that the packet is
successfully received at the destination node. Extensive sim-
ulation and analysis results show that, compared to sending
each upper layer packet individually, which is typical in existing
MAC protocols, the proposed scheme can significantly improve
throughput and delay performance of a UWB ad hoc network
under different data rates and different bit error rates (BERs).

The rest of this paper is organized as follows. In Section II,
we briefly overview the existing MAC designs for UWB net-
works. In Section III, we design an aggregation-based MAC
protocol for high data rate UWB ad hoc networks based on
the framework in our previous work [1]. In Section IV, we
analyze the saturation throughput performance of the MAC
protocol. Extensive simulation and numerical results are shown
in Section V. Finally, Section VI concludes this paper.

II. RELATED WORK

The UWB MAC design issue has been studied in a number
of previous works [13]-[17]. However, we note that the timing
acquisition problem was not adequately addressed in these
works. Particularly, the synchronization overhead has only
been studied in [13] and [15]. In [13], the authors provided
several CSMA/CA based MAC protocols for UWB ad hoc
networks. An important assumption in this paper is that the
UWB communications system can provide multiple channels
through different time-hopping (TH) codes. To reduce the
timing synchronization overhead, the authors proposed a link
maintenance scheme in which the data channel is maintained
by transmitting low-rate control packets when there is no data
packet to transmit. Although the link maintenance scheme can
achieve good performance in the simulation, there are still
some critical issues unclear. One of the main issues is that
it is not clear how a node can assign a TH code for its data
channel in a distributed manner, such that existing data channels
are not compromised by the interference of the new code.

Another potential problem is that the link maintenance scheme
will increase the transmission time of the transmitter, thereby
introducing extra interference and reducing the battery life.

In [15], the authors studied the impact of long synchroniza-
tion time on the performance of CSMA/CA and time-division-
multiple-access schemes used in UWB networks. However,
this paper did not provide solutions to mitigate the timing
acquisition problem.

To reduce the timing acquisition overhead, we recently pro-
posed a general framework for UWB MAC protocols in [1].
The main idea of our framework is to assemble multiple upper
layer packets into one burst frame at the MAC layer. In contrast
to the traditional approach, where each upper layer packet is
delivered individually, transmitting multiple upper layer pack-
ets in one frame will significantly reduce the synchronization
overhead. It is worth noting that the framework in [1] is based
on the well-known CSMA/CA, which has also been assumed
in [13] and [15] and which is required by IEEE 802.15.3 [3],
[4].! Consequently, our framework is also suitable for other
CSMA/CA-based high data rate MAC protocols, such as IEEE
802.11n [18].

It is important to note that, CSMA/CA is not the only
MAC protocol in IEEE 802.15.3 [22], which is an important
protocol for high data rate WPAN. In IEEE 802.15.3, a delayed
acknowledgment (dly-ack) scheme is provided to reduce the
overhead of control messages. In the dly-ack scheme, the source
node will send a sequence of data frames, and the destination
node will only reply with a single acknowledgement (ACK)
frame. In this scheme, we note that 1) each data frame has its
own preamble and 2) two consecutive frames must be separated
at least by an interframe space, i.e., short interframe space or
minimum interframe space. Clearly, compared to the dly-ack
scheme, our approach can further reduce the synchronization
overhead; and thus can provide better throughput performance.

III. AGGREGATION-BASED MAC PROTOCOL FOR HIGH
DatA RATE UWB Ab Hoc NETWORKS

In this section, we provide an aggregation-based MAC pro-
tocol based on the framework in [1]. The key ideas of this
protocol are as the following. First, a transmitting node can
aggregate multiple upper layer packets into a burst frame at the
MAC layer and transmit the burst frame to a destination node,
instead of transmitting each upper layer packet individually. In
this manner, the overhead of timing synchronization is reduced.
Second, if errors are detected in one or more packets in a
burst frame, the receiving node will notify the transmitting
node such that only the packets that encounter transmission
errors will be retransmitted in the next frame. In this manner,
the efficiency of retransmission can be improved in error-prone
wireless environment.

In the framework of [1], five types of policies can be specified
to tune the aggregation-based protocol. Specifically, the packet
classification policy is used to classify incoming upper layer
packets according to their destination and quality of service
(QoS) requirements; the buffer management policy is utilized to

IThe carrier sense requirement is defined in [3] and [4] as the receiver CCA
performance, where CCA stands for clear channel assessment.
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provide QoS and/or fairness among different flows; the packet
assembly policy is responsible for frame aggregation, where
synchronization overhead, physical layer constraints, QoS, and
fairness among different nodes will be considered; the ACK
policy is introduced to specify the ACK procedure at the
receiver side; and finally, the packet error control policy is in
charge for mitigating packet errors.

In this paper, we consider a fundamental protocol that
supports only one QoS class of traffic for each destination.
Therefore, an incoming packet can be classified according to
its destinations, and then be put into a corresponding packet
queue. Suppose there are N nodes in a network; then we can
implement N packet queues in each node, among which N — 1
queues are used for buffering packets destined to other N — 1
nodes, and one queue is used for buffering broadcast packets.
Since there is only one class for each queue, the tail-dropping
policy is applied. In the rest of this section, we will focus on the
packet assembly policy and the frame retransmission scheme.

A. Packet Assembly Policy

In this policy, it is required that all the packets in a burst
frame have the same destination so that most existing functions
of IEEE 802.11 can be reused in our protocol. To achieve the
fairness among destinations, a simple round-robin scheme is
employed. When a burst assembly is finished, the burst frame
will be stored in a buffer and waiting for transmission.

To assembly a burst frame, the total number of packets in
the queue must exceed a threshold B,,;, and the server is idle
(i.e., there is no other burst frame waiting for transmission). In
addition, we assume that the total number of packets in a burst
frame must be smaller than or equal to a preset value By ax.
Specifically, the burst frame assembly procedure is described
by the following two algorithms, where N, denotes the number
of packets in the buffer (excluding packets in the server).

Algorithm 1 Burst assembly policy at the transition instance
from server busy to server idle
1: procedure BURST ASSEMBLY
2: if Ny > Bpin then
if Ny < Bpax then
Assemble a burst frame with IV, packets,
and move the frame to transmission buffer;
else
Assemble a burst frame with By, .« packets,
and move the frame to transmission buffer.
9: end if
10: end if
11: end procedure

AN A

Algorithm 2 Burst assembly policy at a packet arrival when
the server is idle
1: procedure BURST ASSEMBLY

2: if N; = Bpin then

3 Assemble a burst frame with By,;,, packets,
4. and move the frame to transmission buffer.
5: endif

6: end procedure

| Preamble | PHY Header | MAC Header | HCS| MAC Payload Tail |

I ——— o

First Bit S LastBit
| Packet |PCS| Packet |PCS| - | Packet |PCS
HCS: Header checksum
PCS: Packet checksum
Fig. 1. Format of a frame.

B. Frame Retransmission Scheme

We now discuss the frame retransmission scheme. The main
idea of the scheme is to retransmit only the packets that have
detected transmission errors. For example, if five (5) packets
are transmitted in a frame and only three (3) of them are suc-
cessfully received without any errors, then in the next frame, the
sender only needs to retransmit two (2) packets, which encoun-
tered transmission errors in the previous attempt. Compared
to retransmitting all packets in a frame, the new scheme can
significantly improve the efficiency when the wireless channel
is error prone.

To realize the new retransmission scheme, we first need to
define the data frame structure as in Fig. 1, where each packet
in the frame has its own checksum, i.e., the packet checksum. In
addition, the total number of packets in the frame and the length
(in bytes) of each packet can be stored in the MAC header.

At the sender side, once a burst frame is aggregated, the
checksum of each packet can be calculated and the packet with
its checksum can be stored in a transmission buffer. Since the
maximum number of packets in a frame is By, the transmis-
sion buffer size can be set as the production of B,,x and the
maximum length of one packet plus the length of checksum.
Before the frame is transmitted, the number of packets in the
frame and the length of each packet will be put in the MAC
header.

At the receiver side, a decoder is responsible for detecting the
transmission error packet by packet. If a packet is correct, then
it will be temporarily stored in a reception buffer; otherwise,
the packet will be discarded and the index of the dropped packet
will be saved. Since the maximum number of packets in a frame
is Bmax, the reception buffer size can be set as the production
of By ax and the maximum length of one packet (no checksum).
After checking all packets, if none of them has errors, then all
the packets in the reception buffer will be forwarded to the
upper layer and a positive ACK frame will be returned to the
sender. Consequently, the sender will release all the packets in
the transmission buffer.

On the other hand, if some of the packets have errors, then
the receiver will use the negative acknowledgement (NACK)
frame to inform the sender that a set of packets need to be
retransmitted. If the sender can correctly received the NACK
frame, it will remove all the packets that have been confirmed,

2In the traditional CSMA/CA protocol [21], only positive ACK will be used,
which means that the receiving node will transmit the ACK frame only if the
received frame is correct.
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and then try to retransmit the rest of the packets in the next
frame. Notice that the MAC header and payload of the next
frame must be updated accordingly.

Finally, the transmission buffer will be emptied if the sender
has retransmitted a frame for a maximum number of attempts.
On the other side, the receiver will forward all received packets
in the reception buffer to the upper layer and reset the buffer
once it receives a frame with a new sequence number.

IV. SATURATION THROUGHPUT ANALYSIS

In this section, we develop a three-dimensional Markov chain
model to evaluate the saturation throughput performance of the
MAC protocol proposed in Section III. To conduct the analysis,
we make the following assumptions.

1) There are N identical nodes in a network, in which any
two nodes in the network can directly communicate with
each other. In other words, we only consider the single-
hop scenario.

2) To simplify the notation, we assume that the physical-
layer transmission rate for every message is fixed at R
(in bits per second).

3) The probability that a frame transmission is failed due to
collision, denoted as p, is fixed and is independent of the
backoff stage.

4) After a burst frame is successfully delivered (i.e., the
transmitter receives a positive ACK) or is removed from
the sending buffer after the maximum number of retries
has been reached, a node can always assemble a new burst
frame that has By, packets. To simplify the notation, we
let B = B,,.x hereafter.

5) Bit errors can occur uniformly in the payload of one
MAC frame and the BER is fixed at a value denoted by
€. Similar to [12], we assume that the frame headers are
error free.’

6) The probability that a packet transmission error occurs,
denoted as g, is fixed.

7) The effect of propagation delay is negligible. This as-
sumption is valid in a typical WPAN scenario, which has
a communication rage less than 10 m, or a typical WLAN
scenario, which has a communication rage less than
300 m (corresponding to 1-us propagation delay).

8) We ignore the overhead for extra checksum for each
packet in a burst frame and the overhead for the indication
in the NACK frame.

9) The packet length of every packet follows the same
distribution, denoted as f(n), where n is the size of the
packet in bytes.

Since the proposed MAC keeps all the frame structures and
most of the control procedure in IEEE 802.11, we can use the

3The MAC header is much shorter than the payload and in general will be
transmitted at a lower data rate [21], compared to the data rate for sending
payload. Consequently, the probability that errors occur in the header is
generally smaller than the probability that errors occur in the payload of
the frame.

Markov modeling technique introduced in [10]. In particular,
we can partition the continuous time axis into intervals of length
X(t), where t is the integer index of an interval. In addition,
two consecutive intervals are delimited by the event of a value
change in the backoff counter. We can then obtain a three-
dimensional discrete time embedded Markov chain with state
{s(t),b(t),p(t)}, where s(t) is the index of the backoff stage
at t, b(t) is the value of the backoff counter at ¢, and p(¢) is the
number of packets in the burst frame at ¢.

We now consider the possible states in this three-dimensional
Markov chain. Let M be the maximum index of backoff
stages, which is the same as the maximum number of retries
for a packet. Consequently, the possible value of s(t) is in
{0,1,2,...,M}.

Let W and 25TV denote the minimum and maximum back-
off window size, respectively. According to the binary exponen-
tial backoff scheme in IEEE 802.11, we note that the backoff
window size at stage m can be defined as

MW, m < K
m_{ (D

KW, m>K'

Clearly, for stage s(t) = m, the possible value of b(t) is in
{0,1,2,..., Wy, — 1}

Based on our assumptions, we can see that the total number
of packet in the frame must be B if s(¢) = 0. On the other hand,
if s(t) > 0, then the number of packets in a frame can be in
{1,2,...,B}.

Define the steady-state probability of state {s(t) = m, b(t) =
i,p(t) = k} as

bm,ik = lim Pr[s(t) = m,b(t) = i,p(t) = kJ. 2)

t—o00

To calculate the steady-state probabilities, we can first con-
sider the state transition probability pe,, as the following:

) &= (m,i+1,k),n=(m,i,k),0<i<W,, -1
Pen =1 3)

2) §=(m,0,k),n=(m+1,i,k),0 <m <M

pen = 77— [P+ (1=p) - d"] @)

m—+1
3) £=(m,0,k),n=(m+1,4j),j <k 0<m<M

1 k , .
Den = Wm+1 (1 —p) . (j) .qJ . (1 _ q)k—J (5)

4) é-: (m701k),77: (O,Z,B),0§m<M
1
Pen = g (1=p) - (1 —q)* (6)
5) £ =(M,0,k),n=(0,i,B)

= )
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bm,i,k = Wm,};;z X bm,O,k
bios = [p+(1—p)q?] xboos
biog = (1-p)(5)d"(1-a)" Fboop, 1<k<B

b””+1707k =p- bm,O,k"‘(l—p)
B X ]
< 3| (Da (=) x|, 0 <m <M.
j=k
3

Similar to [10], we can then derive the relationships of the
steady-state probabilities as in (8), where parameter ¢ can be
estimated by using

oo

g=1-> f(n)(1—e*" 9)

n=0

Since the steady-state probabilities must satisfy

1= Z bm,i,k

m,i,k

(10)

we can calculate all steady-state probabilities (b, ; ) numeri-
cally given p and q.

Now, let p, be the probability that a node will transmit a
frame in a interval X (¢). According to the procedure in binary
exponential backoff, in which a transmission is initiated if and
only if 2 = 0, we can derive that

M B
pr = bo,o,B + Z me,o,k-

m=1 k=1

(1)

Since a frame collision can occur only if there are two
or more nodes transmit frame in the same interval, we can
calculate p through

p=1-(1—-p)" " (12)

By using the relationship in (11) and (12), we can obtain both
p and p, numerically.

To calculate the saturation throughput, we define the follow-
ing parameters.

1) X(t) be the time duration in X (¢) that is used for trans-

mitting error-freed packets.

2) S denotes the normalized throughput at one node, which

is defined as the fraction of time that the channel is used
to successfully transmit data packets, i.e.,

s E[¥0]
- B[x(1)]

3) p: denotes the probability that there is at least one packet
transmission in an interval of length X (¢), which can be
calculated by

pe=1—(1-p)". (13)

4) p, denotes the probability that there is only one packet
transmission in an interval of length X (¢), which can be
calculated by

ps = Np-(1—p )V " (14)
5) L denotes the mean size of a packet, which can be

expressed with f(n) as

L:ZSnf(n). (15)
n=0

6) L denotes the mean size of an error-freed packet, which
can be expressed by

L= iSnf(n)(l — €)™, (16)
n=0

7) o denotes the length of a preset fixed time duration. When
there is no packet transmission, we have X (¢) = o. For
instance, in IEEE 802.11 direct sequence spread spectrum
mode [21] o = 20 ps.

8) Ts = E[X(t)|burst frame received without collision].

9) T, = E[X(t)].

10) T. = E[X(t)|burst frame collision].
With the above parameters, we can calculate .S by

DsTs

S = .
(1 - pt)g +psTs + (Pt - ps)Tc

7)

We now discuss the calculation of 75, TS, and T, in (17).
Since the propagation delay can be ignored, we can obtain 7 by

M B
Ts = Ts? +pi Z Z <bm,0,k ' kRL)

T m=0k=1

(18)

where T?? denotes the overhead of a frame transmission, which
consists of interframe spacings, the time to transmit physical
and MAC layer headers, and the time to transmit control
packets. B

To calculate 75, we can use

19)

Next, we derive the calculation for T.. For the request to
send/clear to send (RTS/CTS) scheme, 7. is independent of
the size of burst frame, and thus can be calculated by the same
method in [23]. For the basic access scheme, a comprehensive
method has been proposed in our previous work [23], in which
the probability mass function of the payload size is required.
Let f(n) be the probability mass function of the length of any
burst frame, and let fi(n) be the probability mass function of
the length of a burst frame that consists of &k packets. Clearly,
fx(n) can be calculated by using

fin)=f(n)@ f(n)®@---® f(n)

k

(20)
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TABLE 1
SETTING OF THE MAC PROTOCOL

minimum contention window size 8
maximum contention window size 256
o 2 us
SIFS 1 us
DIFS S ps

long retry limit 4

short retry limit 7

buffer size 50

where ® denotes convolution. We can then derive f(n) as

M B
N > > bmokfe(n)

f(n) _ m=0 k=1

M B
> > bmok

m=0 k=1

2y

V. SIMULATION AND NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed
MAC protocol by simulation and numerical studies. Table I
gives the values of the control parameters used in the simulation
and numerical analysis.

We implement the proposed MAC protocol on the NS-2
network simulator and conduct simulations under the following
setting.

1) All nodes are located in a 4 x 4-m area.

2) Packet arrivals to any node are modeled by a Poisson

process with the same rate \.

3) The physical-layer transmission rate, denoted by R, is the
same for all messages.

4) The synchronization time, denoted by Ty, is the same
for all messages. In most of our experiments, we let
Tsync = 10 s, which is similar to the setting in the two
proposals for IEEE 802.15.3a.*

5) Unless otherwise specified, we assume that the total
arrival rate of data (in bits per second or b/s) is equal to
R. In other words, we let the traffic load be 1 Erlang.

6) Unless otherwise specified, we assume BER is 0.

7) Unless otherwise specified, we assume that the RTS/CTS
scheme is used.

In this paper, we focus on two major performance metrics:
throughput and average end-to-end delay. The throughput is
defined by the total number of successfully received bits di-
vided by the duration of a simulation run. For a given packet,
the end-to-end delay is the duration from the epoch that the
packet enters the buffer at the MAC layer to the epoch that
the packet is successfully received. Thus, the end-to-end delay
may include queueing delay, assembly delay, burst transmission
time, propagation delay, and backoff delay. The queueing delay
is the duration between the epoch that the packet arrives to the
buffer and the epoch that the packet is eligible for assembly.
The assembly delay is the duration between the epoch that the
packet is eligible for assembly and the epoch that a burst frame
is formed. The average end-to-end delay is calculated by the

4The standard preamble duration in [4] is 9.375 us, and the preamble
duration in [3] is 9 us plus an unspecified duration for training sequence.

sum of the end-to-end delay of all successfully received packets
divided by the total number of successfully received packets.

In the simulations and numerical analysis, we compare the
proposed MAC to the benchmark case when By,.x = 1, i.e.,
sending each upper layer packet individually, which is a typical
situation in existing MAC protocols.

Fig. 2 shows the throughput and average end-to-end delay
versus B, for both the basic and the RTS/CTS scheme, with
Tsyne = 10 ps, R = 50 Mb/s, N = 10, and packet size is fixed
to 1000 B. In the figure, “Ana” and “Sim” denote analytical
results and simulation results, respectively; the same notations
will be used in other figures. The analytical results of the
saturation throughput is calculated by .S x R, where S is com-
puted by (17). We first observe that the saturation throughput
(achieved from the analytical model) increases with By, for
both the basic and the RTS/CTS scheme. Specifically, if the
basic scheme is used, the saturation throughput of Bp,,x = 10
is about 6 Mb/s larger than that for By,.x = 1; if the RTS/CTS
scheme is used, the saturation throughput of By .x = 10 is
about 15 Mb/s larger than that for By, = 1. In addition,
Fig. 2(a) also shows that the RTS/CTS scheme outperforms the
basic scheme in terms of the saturation performance.

For the simulation, we compare the performance of two
cases: 1) Bnin = 1 and 2) Bin = Bmax, When the load is
1 Erlang. We can see that, the throughput of the second case
always performs better than the first case. In addition, the
throughput of the second case can be accurately predicted by
the analysis [see Fig. 2(a)].

From Fig. 2(b), we can observe that the proposed MAC
scheme can also significantly reduce the average end-to-end
delay, compared to the benchmark case when B,,x = 1. For
the RTS/CTS scheme, setting Byin = Bmax = 10 can decrease
the delay by more than 70 ms, compared to the case when
Bhax = 1.

Fig. 3 shows the throughput versus B, with different BER
and packet size distribution conditions where we let Tgyne =
10 ps, Bumin = Bmax, and N = 10. In Fig. 3(a), we compare
the proposed retransmission schemes, denoted as packet-based
retransmission (PR), and a previous scheme [23], denoted
as frame-based retransmission (FR), where all the payload
in a frame will be retransmitted if a transmission is failed.
Clearly, if the BER is 0, the two retransmission schemes will
achieve the same throughput performance. However, when the
BER is 107°, then the performance of the two schemes are
quite different. Specifically, when FR is used, the maximum
throughput (about 60 Mb/s) can be achieved if By.x is 3.
And the throughput will decrease with the increase of By ax
if Biax > 3. On the other hand, when PR is used, we can
see that the throughput can still increase with the increase of
Bhax. Moreover, we can see that the overall throughput for
Bax = 20 is about 86 Mb/s, which is significantly larger than
the maximum throughput of FR. These results indicate that the
proposed retransmission scheme can significantly improve the
throughput performance in error-prone wireless channels.

In Fig. 3(b), we study the impact of packet size distribution
on the throughput performance, where we let BER be 10~° and
let R =200 Mb/s. Specifically, we tested four distributions:
1) packet size is fixed to 1000 B (denoted as “Fixed”); 2) packet



318 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 56, NO. 1, JANUARY 2007

—
'Y
=
o)
=
=
—
]
o
oy
[=2]
] R
o - RTS/CTS (Ana)
= RTS/CTS (Sim, Bmin=1) —o—
= st RTS/CTS (Sim, Bmin=Bmax) ——
Basic (Ana) -
Basic (Sim, Bmin=1 -
20 Basic (Sim, Bmin=Bmax) ----a---

1000

RTS/CTS (Sim, Bmin=1) —e—
RTS/CTS (Sim, Bmin=Bmax) ——
Basic (Sim, Bmin=1) -—e---

Basic (Sim, Bmin=Bmax) ----a--

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Bmax Bmax
(a) (b)
Fig. 2. Performance versus Bmax with different access schemes (Tsync = 10 pus, R = 50 Mb/s, N = 10). (a) Throughput. (b) End-to-end delay.

100 200

90 180
g 80 [ g 160
S 7o+ > 140
= 60 5 120
=] >
cQ. 50 _8' 100
[=] D Fixed(Sim)
S a0} 3 80t Fixed(Ana)
9 o BER=0(Sim) . 9 Uniform(Sim}
C 30r BER=0(Ana) 0o £ 60 === Uniform(Ana)
= BER=1e-5 FR(Sim) O - 4 Geometric(Sim)

20 BER=1e-5 FREAnag ®o.. 40 | - Gieometric(Ana)

BER=1e-5 PR(Sim v v Arbitrary(Sim)
10 BER=1e-5 PR{Ana) ol . Arbitrary(Ana)
[} 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
Bmax Bmax
(a) (b)
Fig. 3. Performance versus Bmax with different BER and packet size distribution conditions (Tsyne = 10 us, N = 10). (a) Impact of BER(R = 100 Mb/s).

(b) Impact of packet size distribution (BER = 1075, R = 100 Mb/s).

IS
o

IS
S

M

Bmin=Bmax=1 (Ana)

Bmin=Bmax=1 (Sim) ——

Bmin=Bmax=10 {(Ana) -------

Brmin=Bmax=10 (Sim) -
1

Throughput (Mb/s)

o
&

n
S

2 4 6 8 10 12 14 6 18 20
Number of Nodes
(a)

Fig. 4. Performance versus number of nodes (Tsync = 10 us, R = 50 Mb/s)

size is uniform from 1 to 1999 B (denoted as “Uniform”);
3) packet size follows a geometric distribution with average
packet size be 1000 B (denoted as “Geometric”); and 4) packet
size follows an “arbitrary” distribution (50% packets are 44 B,
20% packets are 552 B, 20% packets are 576 B, 10% packets
are 1500 B), which is a simplified model based on the Internet
traffic characteristics [24]. From Fig. 3(b), we can observe that,
the proposed analytical model is highly accurate for different
packet size distribution, and the proposed protocol can dra-
matically improve the throughput performance. In addition, we
can also observe that the performance are rather similar for
distribution 1), 2), and 3), which have the same average packet
size as 1000 B. For this reason, we will fix the packet size to
1000 B in the rest studies.

Fig. 4 shows the saturation throughput and average end-to-
end delay versus the number of nodes N when Ty, = 10 pus
and R = 50 Mb/s. From Fig. 4(a), we can observe that the
saturation throughput for Bi,in = Bmax = 10 is significantly

1000

Bmin=Bmax=1 (Sim) ——
Bmin=Bmax=10 (Sim) ----a--

Delay (ms)

2 4 6 8 10 12 14 16 18 20
Number of Nodes

(b)

. (a) Saturation throughput. (b) End-to-end delay.

higher than that for B,,,x = 1 with different N. We can also
observe that the saturation throughput decreases with the in-
crease of the number of nodes. It is important to note that the
saturation throughput of By;, = Bpax = 10 is less sensitive to
the increase of N than that of the benchmark case. Specifically,
if the number of node increases from 2 to 20, the decrease of
the saturation throughput is 3.3 Mb/s for the benchmark case. In
comparison, if Byin = Bmax = 10, the decrease of the satura-
tion throughput is only about 0.7 and 0.3 Mb/s for the saturated
analysis and simulation, respectively. Like the previous results,
the saturation throughput can also be accurately predicted by
the analysis [see Fig. 4(a)].

In Fig. 4(b), we see that the average end-to-end delay in-
creases with respect to the total number of nodes N. Fig. 4(b)
also shows that, the average end-to-end delay for B, =
Brax = 10 is much smaller than that of B ;n = Bmax = 1,
which implies that the assembly delay is not an major com-
ponent of the end-to-end delay in the saturated condition.
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Fig. 5 shows the performance versus channel date R for
Toyne =10 ps and N = 10. From Fig. 5(a), we observe
that the simulation results for throughput exactly match the
throughput given by the saturated analysis. We can also see
that the normalized throughput S decreases with the increase
of R (even though the actual throughput S x R still increases).
In addition, we find that the reduction of throughput is less
significant if By, is larger. Specifically, S decreases by about
45% if Bpax = 1. In contrast, .S only shrinks by about 22% if
Bax = 10.

From Fig. 5(b), we also observe that the average delay
decreases with the increase of R. For example, if By.x =
Bin = 10, the average delay for R = 50 Mb/s is about 30 ms,
while the average delay for R = 500 Mb/s is about 8 ms. On
the other hand, we note that the average delay can be reduced
if we allow more packets to be assembled into a burst frame.

In the previous discussions, we observe that increasing
Bax can significantly improve the throughput performance.
However, we also notice that the increase of B,,x will also

10000
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10 100 1000

Synchronization Time (us)
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Performance versus Tsync (N = 10, R = 100 Mb/s). (a) Throughput. (b) End-to-end delay.

increase the packet assembly delay and the burst transmission
time, which may degrade the end-to-end delay performance.
To better understand such phenomena, Fig. 6 shows the delay
and throughput versus Bp,.x with different R, where we let
Brin = Bmax- We can observe that the throughput increases
significantly if By.x changes from 1 to 10. However, the
improvement is slight if By, increase from 40 to 50. On the
other hand, from Fig. 6(b), we can see an optimum DB ,x,
denoted as B),,,, which will lead to the minimal end-to-end
delay. Moreover, the optimum B] . increases with R. For
instance, the value of BJ .. is 15 for R = 100 and 200 Mb/s;
while it is 20 for R = 500 Mb/s. Since the throughput always
increases with By, We can see that both the throughput and
the delay performance can be improved if By, increases from
1 to Bj,,.; but, there is a tradeoff between the throughput and
delay performance if B,y is larger than BY ..

In Fig. 7, we evaluate the impact of the synchronization time
Tsync- We can see that, the throughput is significantly reduced

with the increase of Tgync. For example, if Tyyne = 80 us,
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the throughput is only 15 Mb/s for Ba.x = 1, which is
significantly lower than the transmission rate R = 100 Mb/s.
In contract, setting Bpin = Bmax = 10 can still yield about
65 Mb/s throughput in the same condition.

In summary, the simulation and numerical results demon-
strate that, by setting an appropriate Bpax (Bmax > 1), the
proposed MAC protocol can significantly outperform the
benchmark case where Bp,ax = 1, in terms of both throughput
and end-to-end delay. Moreover, our analytical results match
the simulation results well, indicating the accuracy of our
analysis.

VI. CONCLUSION

In this paper, we proposed and analyzed the performance
of an aggregation-based MAC protocol for high data rate
UWB ad hoc networks. The protocol has two major fea-
tures: 1) a packet aggregation scheme at the MAC layer and
2) a novel frame retransmission scheme, in which only the
packets that encounter transmission errors will be retransmit-
ted. Consequently, the performance of UWB ad hoc networks
can be significantly improved even in an error-prone wireless
environment. To evaluate the performance of the protocol, we
develop a three-dimensional Markov chain model for the satu-
ration throughput performance. In addition, we also evaluate the
end-to-end delay performance through simulation. Extensive
simulation and analysis results show that, compared to sending
each upper layer packet individually, which is typical in existing
MAC protocols, the proposed scheme can significantly improve
both that throughput and the delay performance of a UWB
ad hoc network under different data rates and different BER
conditions.
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