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Abstract—Mobility management plays a central role in providing ubiquitous communications services in future wireless mobile networks. In mobility management, there are two key operations, location update and paging, commonly used in tracking mobile users on the move. Location update is to inform the network about a mobile user’s current location, while paging is used for the network to locate a mobile user. Both operations will incur signaling traffic in the resource limited wireless networks. The more frequent the location updates, the less paging in locating a mobile user; thus, there is a trade off in terms of signaling cost. Most trade off analysis in the literature is carried out under the assumption that some time variables are exponentially distributed. However, such assumptions will not be valid, particularly for the wireless Internet. In this paper, we present some general analytical results without these assumptions, which are essential for the general trade off analysis. Specifically, we analytically derive the average number of location updates during the interservice time for a movement-based location update scheme under fairly realistic assumptions, which are crucial for all trade off analysis. Our general analytical results make thorough numerical analysis for finding the optimal mobility management under various network operation scenarios possible.

Index Terms—Mobility management, location update, paging, wireless networks, mobile networks, cost analysis.

1 INTRODUCTION

In wireless mobile networks, in order to effectively deliver a service to a mobile user, the location of the called mobile user must be determined within a certain time limit (before the service is blocked). Due to the mobility of mobile users, the location of mobile users may constantly change, so the database for storing the location information (in the Home Location Register (HLR) or Visiting Location Register (VLR)) has to be constantly updated. Location management (also called mobility management) is a key component for the effective operation of wireless networks ([5] and references therein).

There are two basic operations for tracking a mobile user: location update and paging. Location update is the process for the mobile terminals to report their locations to the network; thus all mobiles are actively sending location update messages to keep the network informed. When an incoming call to a mobile user (we will use mobile user and mobile terminal interchangeably) arrives, the wireless network simply routes the call to the last reported location of the mobile terminal. Intuitively, the location accuracy depends on the location update frequency; the more often the location updates are, the more accurate the location information is. However, frequent location updates increase the signaling traffic, which may lead to congestion in the signaling network. Besides, this may not be necessary if a mobile terminal moves slowly (such as a pedestrian) or if a mobile terminal does not have too many calls arriving. A passive approach, paging (also called terminal paging), may be much more appropriate. Paging is the process for the network to search for the called terminal by sending polling signals to cells close to the last reported location of the called terminal. Of course, the larger of the paging area, the more signaling traffic will result. If we define the region where a mobile stays as the uncertainty region, then location update is attempting to minimize the uncertainty region, while paging is to discover the called terminal in the uncertainty region. The larger the uncertainty region, the higher the paging signaling traffic. Therefore, there is a trade off between the location update traffic and the paging traffic. The cost trade off analysis has been intensively studied in the current literature ([1], [2], [3], [4], [6], [19], [20], [23]).

Surveying the literature, we have the following observation: Most cost analyses adopted some exponential assumptions for some time variables. For example, in [4], [19], the time between the previously served call arrival and the time of currently served call (t in their notation), also called interservice time in [12], is assumed to be exponentially distributed. In fact, both [4] and [19] identified the interarrival time of call arrivals to a mobile terminal with the interservice time, thus, when the call arrivals to a terminal are assumed to be Poisson, then the interservice time will be exponentially distributed. However, this
identification ignored the busy-line effect: Call arrivals to a mobile terminal will be blocked if the mobile terminal is busy serving another call (this will change if voice and data services are integrated; we will not address this situation in this paper), thus, the served calls by the mobile is a sampled process from a Poisson process, is most likely not a Poisson process. Moreover, both [4] and [19] ignored the service time for a served call, which is reasonable for PCS networks, because the (voice) calling time is negligible compared to the interarrival time between the call arrivals to the mobile terminal. However, in future wireless mobile networks, a call connection (particularly for data service such as wireless Internet) will tend to last longer than voice calls. During the connection period, the mobile does not need to do the location update! Thus, the “interservice time” is not the right time variable to be used for cost analysis. Rather, it is the mobile terminal idling time. We still use the term interservice time with the following modifying meaning: It is the time between the end of the previously served call and the arriving instant of the currently served call for a mobile terminal. Obviously, the interservice time may not be exponentially distributed, even if the call arrivals to a mobile terminal are Poisson!

In this paper, we will focus on tackling the problem with a more realistic assumption. In solving other problems in performance evaluation of wireless networks such as PCS networks ([10], [11], [12], [13]), we developed a new analytical technique by applying complex analysis and probability theory. This technique was also used to analyze two location management schemes, namely, Pointer-Forwarding Scheme and Two-Location Algorithm, in [9]. In this paper, we evaluate movement-based mobility management under more general assumptions. We first present a general framework for the trade off analysis in location management, then we develop techniques to handle the situation when the interservice time is generally distributed.

Our main focus in this paper is to compute the location update cost under generally distributed interservice time. In the current literature, three location update schemes were proposed and studied ([3], [6]): distance-based location update, movement-based location update, and time-based location update. In the distance-based locate update scheme, location update will be performed when a mobile terminal moves \(d\) cells away from the cell in which the previous location update was performed, where \(d\) is a distance threshold. In the movement-based location update scheme, a mobile terminal will carry out a location update whenever the mobile terminal completes \(d\) movements between cells, where \(d\) is the movement threshold. In the time-based location update scheme, the mobile terminal will update its location every \(d\) time units, where \(d\) is the time threshold. It has been shown ([6]) that the distance-based location update scheme gives the best result in terms of signaling traffic; however, it may not be practical because a mobile terminal has to know its own position information in the network topology. The time-based location update scheme is the simplest to implement; however, unnecessary signaling traffic may result (imagine a stationary terminal for a long period may not need to do any update before it moves). The movement-based location update scheme seems to be the best choice in terms of signaling traffic and implementation complexity. We will concentrate on this scheme for our study in this paper.

This paper is organized as follows: In the next section, we present the general framework for the cost analysis for location management. In Section 3, we study the probability distribution of the number of cell boundary crossings under fairly realistic assumptions. We then give the analytical formula for the average number of location updates during the interservice time in Section 4. Trade off cost analysis is carried out in Section 5. We then conclude the paper in the Section 6.

2 A General Framework for Trade Off Analysis

Consider a wireless mobile network with cells of the same size. A mobile terminal visits a cell for a time interval which is generally distributed, then moves to the neighboring cell with equal probability (we are interested, in this paper, in the homogeneous wireless networks in which all cells are statistically identical). Consider the movement-based location update scheme. Let \(d\) denote the movement threshold, i.e., a mobile terminal will perform a location update whenever the mobile terminal makes \(d\) movements (equal to the number of serving cell switching) after the last location update. When an incoming call to a mobile terminal arrives, the network initiates the paging process to locate the called mobile terminal. Thus, both location update and terminal paging will incur signaling traffic; location updates consume the uplink bandwidth and mobile terminal power, while terminal paging mainly utilizes the downlink resource, hence the cost factors for both processes are different. When uplink signaling traffic is high or power consumption is a serious consideration, it may be better to use terminal paging instead. Different users or terminals may have different quality of service (QoS) requirements; location update and paging may be designed to treat them differently. All these factors should be considered and a more general cost function, which reflects these considerations, is desirable.

We observe that a mobile terminal engaging service does not need to perform location update since it is known to the network, thus we only need to consider the situation when a mobile terminal is idle, i.e., it does not have call connection with another terminal (stationary or mobile). A reasonable cost should consider two factors: location update signaling and paging signaling, which can be captured by the following general cost function:

\[
C(d) = C_u(N_u(d), \lambda_u, q_u) + C_p(N_p(d), \lambda_p, q_p),
\]

where \(N_u(d)\) and \(N_p(d)\) are the average number of location updates and the average number of paging messages under the movement-based location update and a paging scheme with movement threshold \(d\), respectively, during a typical period of interservice time, \(\lambda_u\) is the signaling rate for location updates at a mobile switching center (MSC) and \(\lambda_p\) is the signaling rate for paging at an MSC, \(q_u\) indicates the QoS factor, \(C_u\) and \(C_p\) are two functions, reflecting the costs for location updates and paging. Depending on the choice
of the two functions, we can obtain different mobility management schemes, particularly, we can obtain the optimal movement threshold \( d \) to minimize the total cost \( C(d) \), which gives us the best trade off scheme.

In the current literature, the total cost is chosen to be the linear combination of the location update and the paging signaling traffic, i.e., \( C_u(N_u(d), \lambda_u, q_u) = U N_u(d), C_p(N_p(d), \lambda_p, q_p) = P N_p(d) \), where \( U \) is the cost factor for location update and \( P \) is the cost factor for terminal paging ([4], [19], [20]). When the signaling traffic for location updates in an area is too high, some mobile terminals may be advised to lower their location updates; this can be done by choosing a function \( C_u \) to contain a factor \( 1/(\lambda_{\text{max}} - \lambda_u) \), where \( \lambda_{\text{max}} \) is the maximum allowable signaling rate for location update. For example, if we choose \( C_u = U/(\lambda_{\text{max}} - \lambda_u) \), when \( \lambda_u \) is approaching \( \lambda_{\text{max}} \), the update cost will become huge, the optimization will prefer to use paging more, leading to fewer location updates. How to choose the appropriate cost functions is a challenging problem to be addressed in the future. Obviously, the total cost relies heavily on the computation of \( N_u(d) \) and \( N_p(d) \); we need to find the computational procedure for them. Since terminal paging schemes depend on detailed searching procedures (sequential, parallel, or selective), the number \( N_p(d) \) is paging specific. Our focus in this paper is to present a general computational procedure for \( N_u(d) \) under fairly general assumptions and carry out the cost analysis accordingly. We leave other related topics for future research. In what follows, we will carry out the computation of \( N_u(d) \) in the following few sections.

### 3 Probability of the Number of Cell Boundary Crossings

In order to derive the average number of location updates under the movement-based location update scheme during a typical interservice time, we first need to know the probability distribution of the number of cell boundary crossings. In this section, we give the analytical results for this distribution.

Assume that the incoming calls to a mobile terminal, say, \( T \), form a Poisson process, the time the mobile terminal stays in a cell (called the cell residence time) has a general nonlattice distribution (a lattice distribution is the distribution of a random variable that only takes on integral multiples of some nonnegative number). We will derive the probability \( \alpha(K) \) that a mobile terminal moves across \( K \) cells between two served calls arriving to the mobile terminal \( T \). The time between the end of a call served and the start of the following call served by the mobile terminal is called the interservice time. It is possible that a call arrives while the previous call served is still in progress ([20]). In this case, the mobile terminal \( T \) cannot accept the new call (the caller senses a busy tone in this case and may hang up). Thus, the interarrival (intercall) times for the calls terminated at the mobile terminal \( T \) are different from the interservice times. This phenomenon is called the busy line effect. Although the incoming calls form a Poisson process (i.e., the interarrival times are exponentially distributed), the interservice times may not be exponentially distributed. When the busy line effect is negligible and the interservice time is exponentially distributed, Lin ([20]) is able to derive an analytical formula for \( \alpha(K) \). Most trade off analysis (e.g., ([4], [20])) for location update and paging used this formula, hence, the hidden assumption for such a trade off analysis is that the interservice time is exponentially distributed. To carry out more general trade off analysis, we need more general results for \( \alpha(K) \). In this section, we assume that the interservice time is generally distributed and derive an analytic expression for \( \alpha(K) \).

Let \( t_1, t_2, \ldots \) denote the cell residence times of a mobile in cells 1, 2, \ldots, respectively, and \( r_1 \) denote the residual cell residence time of \( t_1 \) (i.e., the time interval between the time instant the call registers to the network and the time instant the mobile terminal exits the cell). Let \( t_c \) denote the interservice time between two consecutive served calls to a mobile terminal \( T \). Fig. 1 shows the time diagram for \( K \) cell boundary crossings. In this figure, we omit the call
service times for clarity, thus $t_0$ shown in the figure is in fact the time interval between the start of the previously served call and the start of the currently served call. In reality, $t_c$ should be the time between the end of the currently served call and the start of the next served calls. Suppose that the mobile terminal is in a cell $R_i$ when the previous call arrives and, accepted by $T_i$, it then moves $K$ cells during the interservice time and $T$ resides in the $j$th cell for a period $t_j$ ($1 \leq j \leq K + 1$). We consider a homogeneous wireless mobile network, i.e., all cells in the network are statistically identical. Assume $t_1, t_2, \ldots$ are independent and identically distributed (iid) with a general probability density function $f(t)$, let $t_c$ be generally distributed with probability density function $f_c(t)$ and let $f_c(t)$ be the probability density function of $t_c$. Let $f^*(s)$, $f^*_r(s)$, and $f^*_c(s)$ denote the Laplace-Stieltjes (L-S) transforms (or simply Laplace transforms) of $f(t)$, $f_c(t)$, and $f_r(t)$, respectively. Let $E[t_c] = 1/\lambda_c$ and $E[t_r] = 1/\lambda_m$. From the residual life theorem ([18]), we have

$$
\begin{align*}
\hat{f}_c(t) & = \lambda_m \int_t^\infty f(r)dr = \lambda_m [1 - F(t)], \\
\hat{f}^*_c(s) & = \frac{\lambda_m}{s} [1 - \hat{f}^*(s)],
\end{align*}
\tag{2}
$$

where $F(t)$ is the distribution function of $f(t)$. It is obvious that the probability $\alpha(K)$ is given by

$$
\alpha(0) = \Pr[t_c \leq r_1], \quad K = 0,
\tag{3}
$$

$$
\alpha(K) = \Pr[r_1 + t_2 + \cdots + t_K < t_c \leq r_1 + t_2 + \cdots + t_{K+1}],
$$

$$
K \geq 1.
\tag{4}
$$

We first calculate $\alpha(0)$. Since the Laplace transform of $\int_0^\infty f_c(r)dr$ is $(1 - \hat{f}^*_c(s))/s$, from (3), the inverse Laplace transform and the independence of $r_1$ and $t_c$, we have

$$
\begin{align*}
\alpha(0) & = \int_0^\infty \Pr(r_1 \geq t)f_c(t)dt \\
& = \int_0^\infty \int_t^\infty f_c(r)drf_c(t)dt \\
& = \int_0^\infty \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{1 - \hat{f}^*_c(s)}{s} e^{st}dsf_c(t)dt \\
& = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{1 - \hat{f}^*_c(s)}{s} \hat{f}_c(t)e^{st}dtds \\
& = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{1 - \hat{f}^*_c(s)}{s} \hat{f}_c(-s)ds,
\end{align*}
\tag{5}
$$

where $\sigma$ is a sufficiently small positive number which is appropriately chosen for the inverse Laplace transform. We want to remark that the choice of such $\sigma$ is possible for the validity of the inverse Laplace transformation. Recall that, for any probability density function, the Laplace transform is always analytic on the right half complex plane. Thus, if $f_c^*(s)$ has finite number of isolated poles (which is the case when it is a rational function), then $f_c^*(s)$ will have finite number of isolated poles in the open right half complex plane, then we can choose $\sigma$ to be less than the smallest of real parts of the poles of $f_c^*(s)$. In this case, when we apply the Residue Theorem, we can use the semicircle in the right half complex plane as the integration contour.

For $K > 0$, $\alpha(K)$ is computed as follows: First, we need to compute $\Pr(r_1 + t_2 + \cdots + t_k \leq t_c)$ for any $k > 0$. Let $\xi = r_1 + t_2 + \cdots + t_k$. Let $f_\xi(t)$ and $f_\xi(s)$ be the probability density function and the Laplace transform of $\xi$. From the independence of $r_1, t_2, t_3, \cdots$, we have

$$
\begin{align*}
f_\xi(s) & = E[e^{-st}] = \prod_{i=2}^k E[e^{-st_i}] = f^*_c(s)(\hat{f}^*(s))^{k-1}.
\end{align*}
$$

Thus, the probability density function is given by

$$
f_\xi(t) = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} f_\xi(s) [\hat{f}^*(s)]^{k-1} e^{st}ds.
$$

Also, the Laplace transform of $\Pr(\xi \leq t)$ (the distribution function) is $f_\xi^*(s)/s$. We have

$$
\begin{align*}
\Pr(r_1 + t_2 + \cdots + t_k \leq t_c) & = \int_0^\infty \Pr(\xi \leq t)f_\xi(t)dt \\
& = \int_0^\infty \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} f_\xi(s)[\hat{f}^*(s)]^{k-1} e^{st}dsf_\xi(t)dt \\
& = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} f_\xi(s)[\hat{f}^*(s)]^{k-1} s f_\xi^*(-s)ds.
\end{align*}
$$

Taking this into (4), we obtain

$$
\begin{align*}
\alpha(K) & = \Pr(t_c \geq r_1 + t_2 + \cdots + t_K) \\
& = \Pr(t_c \geq r_1 + t_2 + \cdots + t_{K+1}) \\
& = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} f_\xi(s)[\hat{f}^*(s)]^{k-1} [1 - \hat{f}^*(s)] f_\xi^*(-s)ds.
\end{align*}
\tag{6}
$$

It is obvious that the integrand without term $f_\xi^*(-s)$ in (5) and (6) is analytic on the right half open complex plane. If $f_\xi^*(-s)$ has no branch point and has only a finite possible isolated poles in the right half plane (which is equivalent to saying that $f_\xi^*(s)$ has only a finite number of isolated poles in the left half plane), then the Residue Theorem can be applied to (5) and (6) using a semicircular contour in the right half plane. Indeed, if we use $\sigma_i$ to denote the set of poles of $f_\xi^*(s)$ in the right half complex plane, then, from (5) and (6) and the Residue Theorem ([18]), we obtain

**Theorem 1.** If the probability density function of interservice time has only finite possible isolated poles (which is the case when it has a rational Laplace transform), then the probability $\alpha(K)$ that a mobile terminal moves across $K$ cells during the interservice time is given by
where \( \text{Res}_{s=p} \) denotes the residue at poles \( s = p \) and 
\( f^*_c(s) = \lambda_m(1 - f^*(s))/s \).

**Proof.** Choosing such a \( \sigma \) that all poles of \( f^*_c(s) \) in the right half plane are on the righthand side of a vertical line 
\( s = \sigma \) and choosing the contour enclosed by the semicircle at center \( s = \sigma + j0 \) and with radius sufficiently large, then we can apply the Residue Theorem to complete the proof. \( \Box \)

### 4 Average Number of Location Updates

As we mentioned, the location update cost relies on the average number of location updates during the interservice time. In this section, we present an analytical result for this number under the movement-based location update scheme.

Let \( d \) be the threshold for the movement-based location update scheme. Then, the average number of location updates during an interservice time interval under the movement-based location update scheme can be expressed as ([4])

\[
N_u(d) = \sum_{i=1}^{\infty} i[S((i+1)d) - S(id)]
\]

In what follows in this section, we present the computation for \( N_u(d) \). Let

\[
S(n) = \sum_{k=0}^{n-1} \alpha(k),
\]

then, from Theorem 1, we obtain

\[
S(n) = \sum_{k=1}^{n-1} \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[1 - f^*(s)\right] \left[f^*(s)\right]^{-k-1} f^*_c(-s) ds
\]

\[
= \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[1 - f^*(s)\right] \left(\sum_{k=0}^{n-1} \left[f^*(s)\right]^{-k}\right) f^*_c(-s) ds
\]

\[
= \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[1 - f^*(s)\right]^{n-1} f^*_c(-s) ds.
\]

Moreover, we have

\[
\sum_{k=1}^{N} S(kd) = \sum_{k=1}^{N} \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[1 - (f^*(s))^{kd-1}\right] f^*_c(-s) ds
\]

\[
= \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left\{N - \left(f^*(s)\right)^{kd-1} \sum_{k=1}^{N} \left[f^*(s)\right]^{k-1}\right\} f^*_c(-s) ds
\]

\[
= \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left\{N - \left(f^*(s)\right)^{kd-1} \left[1 - \left(f^*(s)\right)^{Nd}\right]\right\} f^*_c(-s) ds.
\]

Thus, from (8), (9), and (10), we obtain

\[
N_u(d) = \sum_{i=1}^{\infty} i[S((i+1)d) - S(id)]
\]

\[
= \lim_{N \to \infty} \left\{N - N S((N+1)d) - \sum_{i=1}^{N} S(id)\right\}
\]

\[
= \lim_{N \to \infty} \left\{ \sum_{i=1}^{N} \left[S((i+1)d) - S(id)\right]\right\}
\]

\[
= \lim_{N \to \infty} \left\{ \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[N - N \left(f^*(s)\right)^{N+1d-1}\right] f^*_c(-s) ds\right\}
\]

\[
= \lim_{N \to \infty} \left\{ \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[N - \left(f^*(s)\right)^{N+1d-1}\right] f^*_c(-s) ds\right\}
\]

where, in the last equation, we have used the following fact:

\[
\text{For any positive number } \sigma > 0, \text{ for any complex number } s \text{ with } \text{Re}(s) \geq \sigma, \text{ we always have}
\]

\[
\sum_{k=1}^{N} f^*_c(s) \left[1 - (f^*(s))^{kd-1}\right] f^*_c(-s) ds
\]

\[
= \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f^*_c(s)}{s} \left[1 - (f^*(s))^{kd-1}\right] f^*_c(-s) ds,
\]

with \( \text{Re}(s) \geq \sigma \), we always have
\[ |f^*(s)| \leq \int_0^\infty f(t)e^{-st}dt \leq \int_0^\infty f(t)e^{-\sigma t}dt = f^*(\sigma) < 1, \]
and it can be shown that, for any complex function \( g(s, N) \), which is a polynomial in \( N \), we always have
\[
\lim_{N \to \infty} \int_{\sigma-j\infty}^{\sigma+j\infty} g(s, N)[f^*(s)]^{(N+1)d-1}f_c^*(-s)ds = 0.
\]

In summary, we obtain:

**Theorem 2.** The average number of location updates \( N_u(d) \) is given by
\[
N_u(d) = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} \frac{f_c^*(s)(f^*(s))^{d-1}}{s[1-(f^*(s))^d]} f_c^*(-s)ds.
\]
(11)

If \( f_c^*(s) \) has a finite number of poles, which is the case when it is a rational function, then we have
\[
N_u(d) = -\sum_{p \in \sigma_c} \text{Res}_{s=p} \frac{f_c^*(s)(f^*(s))^{d-1}}{s[1-(f^*(s))^d]} f_c^*(-s),
\]
(12)

where \( \sigma_c \) is the set of poles of \( f_c^*(-s) \).

As a remark, we point out that, in the case when the service time is not negligible compared to the interservice time, we can easily apply our result to derive a similar result. Let \( a(t) \) denote the probability density function of the time \( t_c \) between the beginning of a served call to the beginning of the following served call, let \( s(t) \) denote the probability density function of the service time \( t_s \) for the served calls. Then, the interservice time is given by
\[
t_c = t_u - t_s \quad \text{(i.e., } t_u = t_s + t_c),
\]
thus \( t_c \) has the following L-S transform: \( f_c^*(s) = a^*(s)/s^*(s) \), where \( a^*(s) \) and \( s^*(s) \) are the L-S transforms for \( a(t) \) and \( s(t) \), respectively. Thus, if we know the distribution \( a(t) \) and \( s(t) \), then we can find \( f_c^*(s) \) and use it in Theorem 2 to obtain the corresponding analytical result.

**5 TRADE OFF COST ANALYSIS: A CASE STUDY**

In this section, we present some results for the trade off analysis under the movement-based location update scheme and some paging schemes with the linear cost functional for illustration purpose.

**5.1 Location Update Cost**

If \( U \) denotes the unit cost for location update, then the total location update cost is given by
\[
C_u(d) = -U \sum_{p \in \sigma_c} \text{Res}_{s=p} \frac{f_c^*(s)(f^*(s))^{d-1}}{s[1-(f^*(s))^d]} f_c^*(-s).
\]
(13)

If the interservice time \( t_c \) is exponentially distributed with parameter \( \lambda_c \), then \( f_c^*(s) = \lambda_c/(s + \lambda_c) \), from (13), we can easily obtain
\[
C_u(d) = \frac{U \lambda_c f_c^*(\lambda_c)[f^*(\lambda_c)]^{d-1}}{1-[f^*(\lambda_c)]^d}.
\]
(14)

This result was obtained in [19] (noticing that \( f_c^*(s) = \lambda_m(1-f^*(s))/s \)) via a different approach.

If the interservice time \( t_c \) is Erlang distributed with parameter \( (p, \lambda_c) \), i.e.,
\[
f_c^*(t) = \frac{(p \lambda_c)^{p-1} t^{p-1}}{(p-1)!} e^{-p \lambda_c t}, f_c^*(s) = \left( \frac{p \lambda_c}{s + p \lambda_c} \right)^p,
\]
then the location update cost is given by
\[
C_u(d) = \frac{U(-1)^{p-1}(p \lambda_c)^p}{(p-1)!} g^{(p-1)}(p \lambda_c),
\]
(16)

where \( g^{(i)}(x) \) denotes the \( i \)th derivative of function \( g(x) \) at point \( x \) and
\[
g(s) = \frac{f_c^*(s)(f^*(s))^{d-1}}{s[1-(f^*(s))^d]}.
\]

The hyper-Erlang distribution is a convex combination of multiple Erlang distributions, which has the following probability density function and Laplace transform:
\[
f_{he}(t) = \sum_{i=1}^{M} \frac{\alpha_i (m_i \eta_i)^m m_{i-1}}{(m_i - 1)!} e^{-m_i \eta_i t} \quad (t \geq 0),
\]
(17)

\[
f_{he}(s) = \sum_{i=1}^{M} \alpha_i \left( \frac{m_i \eta_i}{s + m_i \eta_i} \right)^{m_i},
\]
where
\[
\alpha_i \geq 0, \quad \sum_{i=1}^{M} \alpha_i = 1.
\]

This model contains the exponential distribution and Erlang distribution as special cases; it has been shown ([10], [17], [18]) that any distribution of a nonnegative random variable can be approximated by a hyper-Erlang distribution. We can easily find the mean and variance for this distribution as \( \sum_{i=1}^{M} \alpha_i / \eta_i \) and \( \sum_{i=1}^{M} \alpha_i / (m_i \eta_i^2) \), respectively. If the interservice time \( t_c \) is hyper-Erlang distributed as in (17), it is easy to derive the location update cost as
\[
C_u(d) = \frac{U \sum_{i=1}^{M} \alpha_i (-1)^{m_{i-1}}(m_i \eta_i)^m}{(m_i - 1)!} g^{(m-1)}(m_i \eta_i),
\]
(18)

where \( g(s) \) is given earlier and
\[
\lambda_c = \left[ \sum_{i=1}^{M} \alpha_i / \eta_i \right]^{-1}.
\]

**5.2 Paging Cost**

We consider the paging strategy used in [19] for our case study. Consider the hexagonal layout for the wireless network; all cells are statistically identical. According to the movement-based location update scheme, a mobile terminal moves at most \( d \) cells away from the previous position where it performs the last location update. Thus, a mobile terminal will surely be located in a cell which is less than \( d \) cells away from the previously reported position. If we page in the circular area with \( d \) cells as radius and with the previously reported position as the center, then we can definitely find the mobile terminal. Thus, this paging scheme is the most conservative among all paging. If we let \( P \) denote the unit
cost for each paging in a cell, the maximum paging cost for this paging scheme is given by (19)

\[ C_p(d) = P(1 + 3d(d - 1)). \] (19)

As a remark, depending on the paging process, the delay can be calculated. For example, if parallel paging (i.e., paging all cells at once) is used, the delay is just one paging cycle, say, \( w_p \); if we use the sequential paging (paging the inner ring first, then the second ring, and so on, which is a paging scheme according to the probability distribution), then the paging delay will be \( dw_p \). We neglect such cost in our case study, only considering the trade off in terms of signaling traffic.

### 5.3 Total Cost

The unit costs (cost factors) \( U \) and \( P \) can be chosen to reflect the significance of the signaling (they may be significantly different from each other because they use different network resources). Given \( U, P, \) and the movement threshold \( d \), the total cost for location update and paging will be given by

\[
C(d) = C_u(d) + C_p(d) \\
= -U \sum_{p \in \mathcal{P}} \text{Res}_{s=p} f_s^u(s)(f_s^u(s))^{d-1} \frac{s f_s^u(-s)}{s(1 - (f_s^u(s))^d)} + P(1 + 3d(d - 1)).
\] (20)

### 5.4 Numerical Analysis

In this subsection, we present some illustrative examples to show the behavior of overall cost function with respect to various parameters. We assume that the cell residence time is Gamma distributed with the following probability density function and the Laplace transform:

\[
f(t) = \frac{(\gamma \lambda_m)^{\gamma-1}}{\Gamma(\gamma)} e^{-\gamma \lambda_m t}, f^*(s) = \left( \frac{\gamma \lambda_m}{s + \gamma \lambda_m} \right)^\gamma.
\] (21)

The mean is \( 1/\lambda_m \) and the variance is \( 1/(\gamma \lambda_m^2) \). We assume that the interarrival time is Erlang distributed with parameters \( (p, \lambda_c) \), its mean is \( 1/\lambda_c \), and its variance \( 1/(p \lambda_c^2) \). We first carry out similar studies as in [19] and observe the property of the total cost function with respect to the parameters such as the location update cost ratio \( P/U \), the call-to-mobility ratio (CMR) \( \theta = \lambda_c/\lambda_m \), and the variance of the cell residence time to compare our results with those given in [19]. We then present some more study for the case when the interarrival time is not exponentially distributed.

Fig. 2 shows the plot for total cost versus the movement threshold \( d \). We choose \( P = 1 \) and let \( U = 5, U = 10, \) and \( U = 15 \) (to reflect the ratio \( U/P \)). We observe that the cost function is a convex function with respect to the movement threshold, the same as for the exponential case (when \( p = 1 \)). From the figure, we also observe that, as unit cost \( U \) for location update increases, the optimal movement threshold increases, which is very intuitive because the unit cost is like a penalty factor; if the penalty is high, the average number of location updates must be smaller, hence \( d \) should be greater.

Fig. 3 shows the cost function versus movement threshold for various call-to-mobility ratios. As we observe from the figure, the cost function is also convex, the global minimum (the optimal movement threshold) \( d \) decreases as the CMR increases. This is also intuitively understandable;
when the CMR is higher, more often the call arrivals are, resulting in more paging, hence more location updates may be necessary to balance the paging cost.

Figs. 4 and 5 show the cost function versus the movement threshold for varying variance of the cell residence time (or $\gamma$), where we choose $P = 1$ and $U = 20$. Fig. 4 shows a significant difference for different values of $\gamma$ (hence, the variances of the cell residence time); the total cost is in fact sensitive to $\gamma$. This is also observed in Fig. 5 where the interservice time is Erlang distributed with $p = 5$. We do observe the insensitivity phenomena for certain parameter range: With the same set of parameters except...
$U = 5$, the total cost is insensitive to $\gamma$, which is shown in Fig. 6. However, when $U = 20$, we will observe the significant differences for various $\gamma$ (Fig. 7). Another question is whether the optimal threshold is sensitive to the variance of cell residence time. Fig. 8 shows the plot for varying the variance of the cell residence time when the interservice time is Erlang distributed. It is observed that the optimal thresholds for $\gamma = 0.01$ and $\gamma = 100$ are different. In many parameter settings we computed, the optimal costs for different variances of cell residence time are not significantly different. However, we are not able to draw the general conclusion, which makes the analytical formula we present more important.
In Fig. 9, we fix the average cell residence time and the average interservice time and change the variances of cell residence time and interservice time (i.e., $\gamma$ and $p$), we again observe the significant differences between the total costs (even the optimal costs, i.e., the one corresponding to the optimal thresholds).

Next, we study the sensitivity issue of the total cost with respect to the variance of interservice time. Fig. 10 shows the plot for the total cost versus the
movement thresholds with various values for \( p \) (corresponding to the variances of the interservice time), where we choose the \( CMR = 0.5 \). It is obvious that the total cost is insensitive to the variances when the interservice time is Erlang distributed. However, this is not always true. Fig. 11 shows the plots when

---

**Fig. 9.** Total cost versus the movement threshold for exponential interservice time: Varying variances of both cell residence time and interservice time.

**Fig. 10.** Total cost vs. the movement threshold for Erlang distributed inter-service time: \( p = 1, 10, 100 \).

**Fig. 11.** Total cost vs. the movement threshold for Erlang distributed inter-service time: \( p = 1, 10, 100 \).
the interservice time \( t_c \) is exponentially distributed and hyper-Erlang distributed with the same mean, respectively. In this example, we assume that hyper-Erlang distribution has the following parameters: \( \alpha_1 = 0.15, \alpha_2 = 0.85, m_1 = 1, m_2 = 20, \eta_1 = 0.07, \eta_2 = 5000 \), thus the hyper-Erlang distribution has mean \( 1/\lambda_c = \alpha_1/\eta_1 + \alpha_2/\eta_2 = 2.143 \) and with variance \( \alpha_1/(m_1\eta_1^2) + \alpha_2/(m_2\eta_2^2) = 30.6122 \), while the exponential distribution will have mean \( 1/\lambda_c = 2.143 \) and variance \( 1/\lambda_c^2 = 4.5926 \). From the figure, we observe that total cost is indeed sensitive to the variance of the interservice time (the total cost for the hyper-Erlang case can be 12 percent higher.

One general observation is that our extensive numerical study shows that the total cost function is a convex function of the movement threshold and that the optimal total cost is not significantly sensitive to the variances of both cell residence time and interservice time. We conjecture that the total cost is a convex function of the movement threshold and that the optimal threshold can be appropriately approximated by the one when we use the exponential model for both cell residence time and interservice time. However, we have not found a rigorous proof yet. Fortunately, since our analytical results only involved the Laplace transforms of some nonnegative random variables, which can be approximated by rational functions, all involved computations are not computationally complex.

6 CONCLUSIONS

In this paper, we have performed the trade off analysis for the movement-based location update and paging for the wireless mobile networks. We have proposed a general framework for the study of such problems and analytically obtain the crucial quantity, the average number of location updates during an interservice time, used in all cost analysis, under fairly general assumptions. The analytical results and analytical approach for the cost analysis developed in this paper can be very useful in the design of mobility management for future wireless mobile networks. Our study shows that the total cost of the location update and paging is a convex function of the movement threshold, hence we can always find the unique optimal threshold. Our future research will focus on further study of the proposed general framework for the trade off analysis, particularly for the cases when call blocking due to paging delay is allowed.
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