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Abstract—A substantial body of the literature exists addressing the capacity of wireless networks. However, it is commonly assumed

that all nodes in the network are identical. The issue of heterogeneity has not been embraced into the discussions. In this paper, we

investigate the throughput capacity of heterogeneous wireless networks with general network settings. Specifically, we consider an

extended network with n normal nodes and m ¼ nb (0 � b � 1) more powerful helping nodes in a rectangular area with width sðnÞ and

length n=sðnÞ, where sðnÞ ¼ nw and 0 � w � 1=2. We assume that there are n flows in the network. All the n normal nodes are sources

while only randomly chosen nd (0 � d � 1) normal nodes are destinations. We further assume that the n normal nodes are uniformly

and independently distributed, while the m helping nodes are either regularly placed or uniformly and independently distributed,

resulting in two different kinds of networks called Regular Heterogeneous Wireless Networks and Random Heterogeneous Wireless

Networks, respectively. We show that network capacity is determined by the shape of the network area, the number of destination

nodes, the number of helping nodes, and the bandwidth of helping nodes. We also find that heterogeneous wireless networks can

provide throughput higher in the order sense than traditional homogeneous wireless networks only under certain conditions.

Index Terms—Heterogeneous wireless networks, extended networks, achievable throughput

Ç

1 INTRODUCTION

TO date, a tremendous amount of effort has been made on
the capacity of wireless networks. Gupta and Kumar

[14] are the first to show that the per-node throughput
capacity is �ð1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n logn
p

Þ bits per second in random ad hoc
networks, and the per-node transport capacity is �ð1=

ffiffiffi
n
p
Þ

bit-meters per second in arbitrary ad hoc networks,
respectively, where n is the number of nodes in the
network. Following [14], extensive research on capacity
has been conducted in both static ad hoc networks, such as
[6], [9], [10], [11], [36], and mobile ad hoc networks, such as
[5], [12], [13], [22], [28], [34], [41], [42], considering the use of
omnidirectional antennas. When directional antennas are
employed, [37] and [26] study the capacity, and [27]
explores the connectivity, of the networks, respectively.

However, all the works above investigate homogeneous
wireless networks where all nodes are assumed identical.
The issue of heterogeneity has not been embraced into the
discussions. But in practice, there are many applications in
which wireless networks are heterogeneous. For example,
in a city-wide wireless network, those wireless devices
mounted on top of the buildings are usually much more
powerful than normal network users. To give another
example, in a wireless network deployed in battlefields,
many military vehicles like tanks and planes are much more
powerful than normal soldiers, and the communications

between them may even be carried out at a higher
frequency and have much larger bandwidth.

Some researchers propose to connect the more powerful
nodes with a wired network, resulting in the so-called
“hybrid wireless networks” [1], [18], [20], [24], [29], [46], [47],
[48]. However, this approach has some shortcomings. First,
it is cost-expensive since the powerful nodes they use are in
fact base stations and an optical network connecting the
base stations needs to be established first. Second, it is time-
consuming to set up such a backbone optical network.
Third, current results show that hybrid wireless networks
can achieve higher throughput than traditional static
homogeneous ad hoc networks only when the number of
base stations is �ð

ffiffiffi
n
p
Þ [29], which makes this approach

even more expensive. Moreover, in some cases base stations
and a wired backbone network are even unavailable. For
example, in the rescue affairs after natural disasters like
earthquakes, the existing infrastructures may have been
damaged and we need to set up a network without them
immediately. In such cases, a pure wireless network would
be more helpful and of much more interest.

Thus, herein we consider heterogeneous wireless networks,
in which all the transmissions are carried out via wireless
medium, and normal nodes and some more powerful
helping nodes coexist. In heterogeneous wireless networks,
[23], [25], [35], [49] propose medium access control (MAC)
protocols, [3], [31], [32], [33], [44], [45] develop routing
algorithms, and [19] studies topology control, respectively.
Jain et al. [15] and Sollacher [39] also look into the impact of
interference on the performance of ad hoc networks.
However, the asymptotic capacity problem has not been
well studied yet.

In this paper, we investigate the throughput capacity of
heterogeneous wireless networks. We aim to find out that
instead of placing base stations interconnected by a wired
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network, how we can improve the capacity of homogeneous
ad hoc networks by deploying some more powerful
wireless helping nodes. Notice that most of the previous
research on capacity assumes the network area is a square,
and the traffic is symmetric implying that the number of
source nodes is the same as the number of destination
nodes. However, those are only special cases. In practice,
the shape of a network area is determined by the
distribution of network users, which is further dependent
on many factors such as geographical characteristics. For
example, about 75 percent of the population of Utah lies in a
corridor which stretches approximately from Brigham City
at the north end to Nephi at the south end along the
Wasatch Mountains [43]. Besides, as shown in Fig. 1, the
population of Mississippi is approximately distributed in a
rectangle, too. So, instead of a square, we may consider the
network area in rectangle. Besides, in many applications
such as peer-to-peer (P2P) networking, the number of
source nodes is usually different from that of destination
nodes. Thus, instead of symmetric traffic, we consider
asymmetric traffic. In the literature, Liu et al. [30] study the
capacity of 2D strip hybrid wireless networks with
symmetric traffic. Toumpis [40] studies the throughput
capacity of 2D square ad hoc networks with asymmetric
traffic. Li and Fang [20] investigate the impacts of both
network area shape and traffic pattern on the throughput
capacity of hybrid wireless networks. But, when it comes to
heterogeneous wireless networks, the situation becomes
more complicated and it is worthwhile to seriously analyze
the capacity of the networks again.

Specifically, in this paper, we consider an extended
network with n normal nodes and m ¼ nb (0 � b � 1) more
powerful helping nodes in a rectangular area with width sðnÞ
and length n=sðnÞ, where sðnÞ ¼ nw and 0 � w � 1=2. We
consider that there are n flows in the network. All the
n normal nodes are sources while only nd (0 � d � 1)
randomly chosen normal nodes are destinations. Helping
nodes do not serve as data sources or data destinations.

Instead, they only help relay packets for the normal nodes.

Moreover, notice that in real wireless networks, the normal

nodes are usually WiFi users which have low data rates

while the helping nodes may use more advanced technol-

ogies such as cognitive radio, Multi-Input and Multi-Output

(MIMO), and Ultra-WideBand (UWB), which can provide

much higher data rates. Without loss of generality,

we assume the normal users share a bandwidth of 1 and

the helping nodes have much higher bandwidth for the

transmissions between themselves. We further assume that

the n normal nodes are uniformly and independently

distributed, while the m helping nodes are either regularly

placed or uniformly and independently distributed, result-

ing in two different kinds of networks called Regular

Heterogeneous Wireless Networks and Random Heterogeneous

Wireless Networks, respectively. We attempt to find out what

a heterogeneous wireless network with general network

settings can do by deriving a lower bound on the throughput

capacity. Our results demonstrate that network capacity is

determined by the shape of the network area, the number of

the destination nodes, the number of the helping nodes, and

the bandwidth of the helping nodes. We also explore the

conditions under which heterogeneous wireless networks

can provide higher throughput than traditional pure static

ad hoc wireless networks. We discover that the bandwidth

of the helping nodes should be !ðnwÞ when wþ b=2� 1=2 �
0 and w�minfb; dg < 0, and !ðn1�b

2 Þ when w þ b=2 � 1=2 >

0 and w � minfb; dg < 0, respectively. Furthermore, we

notice that increasing helping nodes’ bandwidth does not

necessarily always lead to an increase in network capacity.

We find that the bandwidth of the helping nodes should be

upper bounded by minfnb; ndgwhen wþ b=2� 1=2 � 0, and

by minfnb
2�wþ1

2; nd�
b
2�wþ1

2g when wþ b=2� 1=2 > 0, respec-

tively. More bandwidth than that cannot increase the

network capacity further since the other factors will be the

bottleneck of the network.
The rest of this paper is organized as follows: Section 2

gives the notations, definitions, and models including
topology model, traffic model, and achievable transmission
rate model, that we use throughout this paper. In Sections 3
and 4, we derive an achievable throughput of hetero-
geneous wireless networks, when helping nodes are
regularly and randomly distributed, respectively. Some
extreme cases are discussed in Section 5. More insights into
the results are given in Section 6. We finally conclude this
paper in Section 7.

2 NOTATIONS, DEFINITIONS, AND MODELS

Here, we introduce some notations, definitions, and models
that will be used in this paper.

2.1 Notations

We use the following notations [17]:

. fðnÞ ¼ OðgðnÞÞ means fðnÞ is asymptotically upper

bounded by gðnÞ, i.e., lim supn!1 j fðnÞgðnÞ j <1.
. fðnÞ ¼ �ðgðnÞÞ means fðnÞ is asymptotically lower

bounded by gðnÞ, i.e., lim infn!1 j fðnÞgðnÞ j > 0.

2074 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 11, NO. 12, DECEMBER 2012

Fig. 1. The population distribution in Mississippi obtained from
Wikipedia.



. fðnÞ ¼ �ðgðnÞÞ means fðnÞ is asymptotically
tight bounded by gðnÞ, i.e., 0 < lim infn!1 j fðnÞgðnÞ j �
lim supn!1 j fðnÞgðnÞ j<1:

. fðnÞ ¼ oðgðnÞÞ means fðnÞ is asymptotically negli-
gible with respect to gðnÞ, i.e., limn!1 j fðnÞgðnÞ j ¼ 0.

. fðnÞ ¼ !ðgðnÞÞ means fðnÞ is asymptotically domi-
nant with respect to gðnÞ, i.e., limn!1 j fðnÞgðnÞ j ¼ 1.

2.2 Definitions

Throughput. As defined in the usual way, the time average
of the number of bits per second that can be transmitted by
each node to its destination is called the per-node throughput.

Achievable throughput. Let �iðnÞ denote the through-
put of node i. We say that a per-node throughput,
denoted by �ðnÞ, is achievable by all nodes if there exists a
spatial and temporal scheduling scheme such that �iðnÞ �
�ðnÞ for all i 2 ½1; n�, and is achievable on average if there
exists a spatial and temporal scheduling scheme such that
1
n

Pn
i¼1 �iðnÞ � �ðnÞ. In this paper, we will derive a per-

node throughput achievable by all nodes. Notice that a
throughput achievable by all nodes is also achievable on
average.

Throughput capacity. We say that the throughput
capacity of a network is lower bounded by �ðfðnÞÞ bits
per second if there is a deterministic constant c > 0 such
that [14]

lim
n!þ1

Probð�ðnÞ ¼ cfðnÞ is feasibleÞ ¼ 1:

2.3 Network Model

We consider an extended network with n normal nodes and
m ¼ nb (0 � b � 1) more powerful helping nodes in a
rectangular area with width sðnÞ and length n=sðnÞ, where
sðnÞ ¼ nw and 0 � w � 1

2 . We assume the n normal nodes
are uniformly and independently distributed, while the m
helping nodes are either regularly placed or uniformly and
independently distributed. The resulting two kinds of
networks are called Regular Heterogeneous Wireless Networks
and Random Heterogeneous Wireless Networks, respectively,
which will be discussed in Sections 3 and 4 shortly.

As shown in Fig. 2, the proposed network model has a
two-tier hierarchy and all the transmissions in the network
are carried out via wireless medium.

2.4 Traffic Model

Instead of symmetric traffic mostly assumed in the
literature, we assume the network has asymmetric traffic.
Specifically, we consider there are n flows in the network.
All the n normal nodes are sources while only randomly
chosen nd (0 � d � 1) normal nodes are destinations. When
d ¼ 1, we follow the process in [13] to choose random
sender-receiver pairs so that each node is a source node for
one flow and a destination node for at most O(1) flows.
Helping nodes do not serve as data sources or data
destinations. Instead, they only help relay packets for the
normal nodes.

2.5 Achievable Transmission Rate

Let dij denote the distance between a node i and another
node j. The reception power at node j of the signal from

node i, denoted by Pij, follows the power propagation

model described in [2], [4], [8], and [10], i.e.,

Pij ¼ CPi=ð1þ dijÞ�; ð1Þ

where Pi is the transmission power of node i, � is the path

loss exponent, and C is a constant related to the antenna

profiles of the transmitter and the receiver, wavelength, and

so on. As a common assumption, we assume � > 2 in

outdoor environments [38].
We consider the Shannon Capacity as the achievable

transmission rate between two nodes. Specifically, a

transmission from node i to node j can achieve transmission

rate, Rij, which is calculated as follows:

Rij ¼W logð1þ SINRijÞ; ð2Þ

where W is the channel bandwidth, and

SINRij ¼
CPi=ð1þ dijÞ�

N þ
P

k 6¼i CPk=ð1þ dijÞ
�

is the Signal-to-Interference plus Noise Ratio (SINR) of the

signal from node i to node j. In this paper, we assume the n

normal nodes employ the same transmission power P ðnÞ
for all their transmissions, and the m helping nodes use the

same transmission power P 0ðmÞ for the transmissions

among themselves.

3 AN ACHIEVABLE THROUGHPUT OF REGULAR

HETEROGENEOUS WIRELESS NETWORKS

In this section, we derive an achievable per-node through-

put of regular heterogeneous wireless networks when

0 < w � 1
2 , 0 < b < 1, and 0 < d < 1. We assume the helping

nodes are regularly placed. As shown in Fig. 3, transmis-

sions in the network can be carried out either in user mode or

in help mode. Specifically, in user mode, packets are

forwarded from a source node to a destination node with

the help of only normal nodes, i.e., without the help of

helping nodes. In help mode, packets are first transmitted

from a source node to the helping network, and then

forwarded to the intended destination user. Besides, we

assume all the normal nodes have a total bandwidth of 1,

which is split into three frequency bands, i.e., W1 for ad hoc

transmissions in user mode, W2 for uplink transmissions in

help mode, and W3 for downlink transmissions in help

mode, respectively. Thus,
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W1 þW2 þW3 ¼ 1:

Assume the ad hoc transmissions in help mode have a
bandwidth W4, which may have much higher order than 1
since it is the bandwidth of backbone helping network. We
also assume that helping nodes have two network inter-
faces so that they can work on their own frequency band
and the normal nodes’ frequency band at the same time
without any mutual interference. Note that normal nodes
and helping nodes communicating on normal nodes’
frequency band only need one antenna. We will make
schedules so that transmissions on different subbands take
place at different times (mini-slots) and will not interfere
with each other.

Let Tu and Th denote an achievable per-node throughput
by all nodes when all the transmissions are carried out in
user mode (W1 ¼ 1) and in help mode (W2 þW3 ¼ 1),
respectively. Then, a per-node throughput achievable by all
nodes in heterogeneous wireless networks, denoted by T ,
can be calculated as follows:

T ¼ maxfTu; Thg: ð3Þ

In the following, we will derive the throughput in user
mode and in help mode, respectively. The basic idea is that
given any source-destination pair, if we could find a path
between them and the scheduling for all nodes on the path
to transmit, then the resulting throughput will be an
achievable throughput in this network. Thus, in order to
find an achievable throughput in the network, we need to
give the scheduling and routing strategies first.

3.1 Achievable Throughput in User Mode

We first introduce the scheduling strategy. We divide the

network into squares with length l¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1 logn
p

, where c1ðc1>1Þ
is a constant. Then, we have the following lemma [21].

Lemma 1. Every square contains at least one normal node with
high probability (w.h.p.).

Besides, in the network, we allow a transmission
between two normal nodes only when they are located in
two neighboring squares. Notice that each square can have
at most four neighboring squares. Thus, we arrive at the
following lemma.

Lemma 2. Each square in the network can transmit at a
transmission rate c2W1 where c2 is a deterministic positive
constant.

Proof. We further divide the network into groups each of
which contains nine squares. As shown in Fig. 4, the nine
squares in each group are numbered from 1 to 9 in the
same way. We also divide time into sequences of
successive slots, denoted by t (t ¼ 0; 1; 2; 3 . . . ). During
a slot t, all squares that are numbered ðt mod 9Þ þ 1 are
allowed to transmit packets simultaneously.

Consider a slot when square si is allowed to
transmit. Then, those squares that may interfere with
si are located along the perimeters of concentric
squares centered at si. Since we only allow transmis-
sions between two neighboring squares, at the jth tier,
there are at most 8j interfering squares that are at least
ð3j� 2Þl away from the receiver of si. Besides, recall
that the network is a rectangle with width sðnÞ and
length n=sðnÞ, where sðnÞ ¼ nw and 0 < w � 1=2.
Denote the maximum value of j by J . Obviously, we
have j � J < þ1. Thus, with the power propagation
model in (1), the cumulative interference at square si,
denoted by Ii, can be calculated as

Ii �
XJ
j¼1

8j� CP ðnÞ
1þ ð3j� 2Þl½ ��

�
XJ
j¼1

8j� CP ðnÞ
ð3j� 2Þl½ ��

� 8CP ðnÞ
l�

1þ
XJ
j¼2

ð3j� 2Þð1��Þ
" #

<
8CP ðnÞ

l�
1þ

Z þ1
j¼0

ð3jþ 1Þð1��Þdj
� �

¼ 8CP ðnÞ
l�

� 3� � 5

3� � 6
:

ð4Þ

We also need a lower bound on the reception power
level at the receiver of si, denoted by Ri. Since the
maximum distance for a transmitter to a receiver is

ffiffiffi
5
p

l,
we can have

Ri �
CP ðnÞ
ð1þ

ffiffiffi
5
p

lÞ�
>

CP ðnÞ
½ð1þ

ffiffiffi
5
p
Þl��

: ð5Þ
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Fig. 4. An example for dividing the network into groups of nine squares.



As a result, the SINR at the receiver of si, denoted by
SINRi, is

SINRi ¼
Ri

N0 þ Ii

�
CP ðnÞ
½ð1þ

ffiffi
5
p
Þl��

N0 þ 8CP ðnÞ
l� � 3��5

3��6

;

where N0 is the ambient noise power at the receiver. By
choosing the transmission power P ðnÞ ¼ c3l

� , where c3

(0 < c3 < þ1) is a constant, we can obtain a lower
bound on SINRi, i.e.,

SINRi �
c3C

ð1þ
ffiffiffi
5
p
Þ� N0 þ 8c3C

3��5
3��6

� � ;
which is a constant irrespective to the number of nodes
n. Thus, referring to (2), we find that in every nine time
slots, each square has a chance to transmit at a constant
transmission rate. As a result, each square in the
network can transmit at a constant transmission rate
c2W1, where 0 < c2 < þ1. tu
Recall that transmissions in user mode are carried out

with only the help of normal nodes. We employ the
following routing strategy to relay the packets. Specifically,
as shown in Fig. 5a, assume a source node is located in
square sj and its destination node is located in square sk.
Packets from this source node are first relayed along those
squares that have the same x-coordinate as square sj until
they arrive at a square that has the same y-coordinate as
square sk. Then, these packets are relayed along the squares
that have the same y-coordinate as square sk until they
arrive at the destination node.

Consider an arbitrary square si in the network as shown
in Fig. 5b. Let Nx and Ny denote the number of source nodes
which are located in squares with the same x-coordinate as
si, and the number of destination nodes which are located
in squares with the same y-coordinate as si, respectively.
Thus, we have

IE½Nx� ¼ n �
l

n=sðnÞ ¼ n
wðc1 lognÞ

1
2; ð6Þ

IE½Ny� ¼ nd �
l

sðnÞ ¼ n
d�wðc1 lognÞ

1
2; ð7Þ

and obtain the following lemma:

Lemma 3. For every square, w.h.p.

1. There are at most 2nwðc1 lognÞ
1
2 source nodes which

are located in squares with the same x-coordinate.
2. The number of destination nodes which are located in

squares with the same y-coordinate is at most
2nd�wðc1 lognÞ

1
2 when 0<w<d<1, and at most c4

when 0<d<w� 1
2 , where c4 is a constant and c4>

2
w�d .

Proof. Recall the Chernoff bounds [7]:

. For any � > 0,

IP Xi > ð1þ �ÞIE½Xi�ð Þ < e�IE½Xi�fð�Þ; ð8Þ

where fð�Þ ¼ ð1þ �Þ logð1þ �Þ � �.
. For any 0 < � < 1,

IPðXi < ð1� �ÞIE½Xi�Þ < e�
1
2�

2IE½Xi�: ð9Þ

1. According to the Chernoff bound in (8), we
obtain that

IP Nx > 2nwðc1 lognÞ
1
2

� �
< e�fð1Þn

wðc1 lognÞ
1
2 ;

where fð1Þ ¼ 2 log 2� 1 > 0. Since 0 < w � 1
2 , as

n!1, we have IPðNx > 2nwðc1 lognÞ
1
2Þ ! 0. Let

IPðNx � 2nwðc1 lognÞ
1
2 8 iÞ denote the probability

that for each square the number of source nodes

located in squares with the same x-coordinate is

at most 2nwðc1 lognÞ
1
2. We can obtain that

IP
�
Nx � 2nwðc1 lognÞ

1
2Þ 8 i

�
� 1� n

c1 logn
IP
�
Nx > 2nwðc1 lognÞ

1
2
�

> 1� n

c1 logn
e�fð1Þn

wðc1 lognÞ
1
2 ;

which approaches 1 as n!1.
2. First, when 0 < w < d < 1, we have

IP
�
Ny > 2nd�wðc1 lognÞ

1
2
�
< e�fð1Þn

d�wðc1 lognÞ
1
2 ;

which approaches 0 as n!1. Similar to

that in 1), we can easily show that IPðNy �
2nd�wðc1 lognÞ

1
2 8 iÞ ! 1 as n!1.

Second, when 0 < d < w � 1
2 , according to the

Chernoff bound in (8), we can obtain that
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Fig. 5. The routing protocol used for ad hoc mode transmissions.



IPðNy > ð1þ �ÞIE½Ny�Þ < e�IE½Ny�½ð1þ�Þ logð1þ�Þ���

¼ e�IE½Ny�

ð1þ �Þð1þ�ÞIE½Ny�
:

Choose 1þ � ¼ c4

IE½Ny� ¼ c4n
w�dðc1 lognÞ�

1
2, where c4

is a constant that will be determined later. Then,

we have

IPðNy > c4Þ <
e½c4n

w�dðc1 lognÞ�
1
2�1�nd�wðc1 lognÞ

1
2	

c4nw�dðc1 lognÞ�
1
2

c4

¼ ec4�nd�wðc1 lognÞ
1
2

cc4

4

	
nw�dðc1 lognÞ�

1
2

c4

<
ec4

cc4

4

�
	
nd�wðc1 lognÞ

1
2

c4 ;

which approaches 0 as n!1. Besides, we can

also obtain that

IPðNy � c4 8 iÞ � 1� n

c1 logn
IPðNx > c4Þ

> 1� e
c4

cc4

4

nðd�wÞc4þ1ðc1 lognÞ
1
2c4�1:

When we choose c4 >
2

w�d , we can get ðd� wÞc4 þ
1 < �1, and hence IPðNy � c4 8 iÞ ! 1 as n!1.tu

Besides, in the network we have n source nodes while

only nd destination nodes. We can also have a lemma as

follows:

Lemma 4. For each destination node, w.h.p., there are at most

2n1�d source nodes destined to it.

Proof. Consider an arbitrary destination node i. Let Ni be a

random variable denoting the number of source nodes

that have i as their destination node, and IE½Ni� the

expectation of Ni. Then, we have IE½Ni� ¼ n � 1
nd
¼ n1�d.

According to the Chernoff bound in (8), we can
obtain that

IPðNi > 2n1�dÞ < e�fð1Þn
1�d
;

where fð1Þ > 0 and 1� d > 0. So, IPðNi > 2n1�dÞ ! 0 as

n!1. Besides, we also have

IPðNi � 2n1�d 8 iÞ � 1� ndIPðNi > 2n1�dÞ
> 1� nde�fð1Þn1�d

;

which approaches 1 as n!1. tu
Denote the number of flows that cross square si as Fi.

Since each source node only generates one flow, and there

are at most 2n1�d flows for each destination node as shown

in Lemma 4, we can obtain that for all i,

Fi � Nx þ 2n1�dNy

�

2nwðc1 lognÞ
1
2 þ 4n1�wðc1 lognÞ

1
2;

when 0 < w < d < 1;

2nwðc1 lognÞ
1
2 þ 2c4n

1�d;

when 0 < d < w � 1
2 ;

8>>>><
>>>>:

i.e.,

Fi ¼ O
�
max

�
nwðlognÞ

1
2; n1�wðlognÞ

1
2; n1�d��: ð10Þ

Recall that according to Lemma 2, each square in the
network can achieve a constant transmission rate c2W1.
Thus, from (10), we can obtain

Tu ¼ � min
n�wffiffiffiffiffiffiffiffiffiffi
logn
p W1;

nw�1ffiffiffiffiffiffiffiffiffiffi
logn
p W1; n

d�1W1

 �� �
:

Since 0 < w � 1
2 , we get �w � � 1

2 and w� 1 � � 1
2 . So, we

obtain that

Tu ¼ � min
nw�1ffiffiffiffiffiffiffiffiffiffi
logn
p ; nd�1

 �� �
: ð11Þ

3.2 Achievable Throughput in Help Mode

Transmissions in help mode are carried out in three steps:
from a source node to the nearest helping node, from this
helping node to the helping node nearest to the destination
node, and finally from that helping node to the destination
node. We analyze the throughput capacity in these three
steps, respectively, in the following, and the minimum of
these three is an achievable throughput in help mode.

Step 1: From source nodes to the helping network. Recall that
in regular heterogeneous wireless networks the helping
nodes are regularly placed. So a network can be divided
into squares of equal area 1=m, which we call cells. We
assume source nodes have low transmission power and
they need to transmit packets to the helping node in the
same cell via multiple hops. Then, we can have the
following lemma. The proof is similar to that of Lemma 4.

Lemma 5. In each cell, there are at most 2n=m normal nodes
w.h.p., where m ¼ nbð0 < b < 1Þ.

In Lemma 1, we have shown that in each square, there
exists at least one normal node that can help relay traffic.
Besides, in Lemma 2, by chopping time into slots and
scheduling the transmissions in each slot, we have pre-
sented that each square can achieve a constant transmission
rate c2W1 in user mode. Using the same approach, in help
mode we further divide each time slot into two equal mini-
slots: the first for uplink transmissions and the second for
downlink transmissions. Then, we can also show that in
Step 1 each square can transmit at a constant transmission
rate c6W2, where 0 < c6 < þ1 is a deterministic constant.
Furthermore, by Lemma 5, in each cell, there are at most 2n

m

normal nodes that one square has to carry traffic for. Denote
the throughput capacity in Step 1 by Th1. We can obtain that

Th1 ¼ �
m

n
W2

� �
¼ � nb�1

� �
: ð12Þ

Step 2: Helping network relay. Notice that each cell is a big
square with length l0 ¼

ffiffiffiffiffiffiffiffiffiffi
n=m

p
, and there is exactly one

helping node in each cell. Thus, similar to Lemma 2, we can
also have the following lemma:

Lemma 6. Each cell in the network can transmit at a
transmission rate c7W4, where c7 is a deterministic positive
constant.

Besides, as shown in Fig. 6, notice that the m big squares
with length l0 ¼

ffiffiffiffiffiffiffiffiffiffi
n=m

p
cannot cover the whole network
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when sðnÞ ¼ oðl0Þ, i.e., wþ b=2 < 1=2. In this case, we choose
l0 ¼ n1�w�b to ensure full network coverage. Note that
when wþ b=2 ¼ 1=2, we have

ffiffiffiffiffiffiffiffiffiffi
1=m

p
¼ n1�w�b. As a result,

we have the following lemma.

Lemma 7. For every cell, w.h.p.

1. The number of source nodes which are located in the
cells with the same x-coordinate, denoted by Cx, is at
most 2nw�

b
2þ1

2 when wþ b
2� 1

2 > 0, and at most 2n1�b

when wþ b
2� 1

2 � 0.
2. The number of destination nodes which are located in

the cells with the same y-coordinate, denoted by Cy, is
at most 2nd�w�

b
2þ1

2 when d > wþ b
2� 1

2 > 0, at most c8

when wþ b
2� 1

2 > d > 0, where c8 is a constant and
c8 >

4
2wþb�2d�1 , and at most nd when wþ b

2� 1
2 � 0.

Proof. When wþ b
2 >

1
2 , the proof is similar to that in

Lemma 3. When wþ b
2 � 1

2 , there is only one cell for each
x-coordinate, and hence the number of source nodes is
the same as shown in Lemma 5. Besides, all the cells
have the same y-coordinate. So the number of destina-
tion nodes located in the cells with the same y-coordinate
is at most the total number of destination nodes in the
network, i.e., nd. tu

Denote the number of flows that cross an arbitrary cell Ci
as Bi, where i 2 ½1;m�. Remember that each source node
only generates one flow, and that there are at most 2n1�d

flows for each destination node as shown in Lemma 4.
Thus, we can obtain that for any i,

Bi � Cx þ 2n1�dCy

�
2nw�

b
2þ1

2 þ 4n�w�
b
2þ3

2; when 0 < wþ b
2� 1

2 < d < 1;

2nw�
b
2þ1

2 þ 2c3n
1�d; when 0 < d < wþ b

2� 1
2 < 1;

2n1�b þ n; when wþ b
2� 1

2 � 0:

8><
>:

Denote the throughput capacity in Step 2 by Th2. Thus,
from Lemma 6, we can obtain that

Th2 ¼ �
�
min

�
n�wþ

b
2�1

2W4; n
Iðwþb2�1

2Þ�1W4; n
d�1W4

��
¼ �

�
min

�
nIðwþ

b
2�1

2Þ�1W4; n
d�1W4

��
;

ð13Þ

where Ið�Þ is a function, and IðxÞ ¼ x if x > 0, and IðxÞ ¼ 0
if x � 0.

Step 3: From the helping network to destination nodes. We
first give a lemma that will be used later.

Lemma 8. In each cell, w.h.p., there are at most 2nd�b destination
nodes when 0 < b < d < 1, and at most c9, where c9 >

1þb
b�d ,

destination nodes when 0 < d < b < 1.

Proof. Consider cell i. Let Yi be a random variable denoted

as the number of destination nodes in cell i, and IE½Yi�
the expectation of Yi. Then, we have IE½Yi� ¼ nd

m ¼ nd�b.

1. 0 < b < d < 1. According to the Chernoff bound,
we can obtain that

IPðYi > 2nd�bÞ < e�c10n
d�b
;

where c10 ¼ fð1Þ ¼ 2 log 2 � 1 > 0. Thus, as

n!1, we have IPðYi > 2nd�bÞ ! 0. Besides,

the probability that the number of destination

nodes is at most 2nd�b in all cells, denoted by

IPðYi � 2nd�b 8 iÞ, can be calculated as

IPðYi � 2nd�b 8 iÞ � 1�mIPðYi > 2nd�bÞ
> 1� nbe�c10n

d�b
;

which approaches 1 as n!1.
2. 0 < d < b < 1. Again, according to the Chernoff

bound introduced before, we can obtain that

IPðYi > ð1þ �ÞIE½Yi�Þ < e�IE½Yi�½ð1þ�Þ logð1þ�Þ���

¼ e�IE½Yi�

ð1þ �Þð1þ�ÞIE½Yi�
:

Let 1þ � ¼ c9

IE½Yi� ¼ c9n
b�d, where c3 is a constant

that will be determined later. Then, we have

IPðYi > c9Þ <
eðc9n

b�d�1Þnd�b

ðc9nb�dÞc9

¼ ec9�nd�b

cc9

9 n
c9ðb�dÞ

<
ec9

cc9

9

� nc9ðd�bÞ ! 0 as n!1:

Besides, we can also obtain that

IPðYi � c9 8 i Þ � 1�mIPðYi > c9Þ

> 1� nb e
c9

cc9

9

� nc9ðd�bÞ

¼ 1� e
c9

cc9

9

� nc9d�ðc9�1Þb:

When we choose c9 >
1þb
b�d , we can get c9d� ðc9 �

1Þb <�1, and hence IPðYi � c9 8 iÞ ! 1 as n!1.tu
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We let the helping nodes use the same transmission
power as the normal nodes to deliver packets to destination
nodes within the cells in multihop fashion. As we men-
tioned in Step 1, the squares scheduled for uplink transmis-
sions in the first mini-slot of a time slot can carry out
downlink transmissions in the second mini-slot. Thus, each
square engaged in the downlink transmissions in Step III
can also have a constant transmission rate c11W3, where
c11ð0 < c11 < þ1Þ is a deterministic constant.1 In addition,
from Lemmas 4 and 8, we find that when 0 < b < d < 1, in
each cell, the number of flows from a helping node to
destination nodes is at most 2nd�b � 2n1�d w.h.p., i.e., 4n1�b,
and when 0 < d < b < 1, in each cell, the number of flows
from a helping node to destination nodes is at most c9 �
2n1�d w.h.p., i.e., 2c9n

1�d. Denote the throughput capacity in
Step 3 by Th3. Then, we can obtain that

Th3 ¼ �ðnb�1W3Þ; when 0 < b < d < 1;
�ðnd�1W3Þ; when 0 < d < b < 1:


ð14Þ

Thus, combining (12), (13), and (14), we can get

Th ¼ �ðminfTh1; Th2; Th3gÞ
¼ �

�
min

�
nb�1; nIðwþ

b
2�1

2Þ�1W4; n
d�1
��
:

ð15Þ

3.3 An Achievable Throughput in Regular
Heterogeneous Wireless Networks

Substituting the results in (11) and (15) into (3), we can have
the following theorem:

Theorem 1. An achievable throughput in regular heterogeneous
wireless networks, denoted by T , is

T ¼ � max min
nw�1ffiffiffiffiffiffiffiffiffiffi
logn
p ; nd�1

 ��
;

min nb�1; nIðwþ
b
2�1

2Þ�1W4; n
d�1

n oo�
;

when 0 < w � 1
2 , 0 < b < 1, and 0 < d < 1.

4 THROUGHPUT CAPACITY OF RANDOM

HETEROGENEOUS WIRELESS NETWORKS

In this section, we study the throughput capacity of random
heterogeneous wireless networks with uniformly and
independently placed helping nodes when 0 < w � 1

2 ,
0 < b < 1, and 0 < d < 1. Similarly, we also need to find
an achievable throughput in user mode and in help mode,
denoted by T 0u and T 0h, respectively. Then, an achievable
throughput in random heterogeneous wireless networks,
denoted by T 0, can be obtained by choosing the maximum
of these two, i.e.,

T 0 ¼ maxfT 0u; T 0hg: ð16Þ

Notice that T 0u is the same as Tu shown in (11), but T 0h will be
different from Th due to random distribution of the helping
nodes. In the following, we present how to find T 0h.

Recall the definition of Voronoi Tessellation: given a set of
m points in a plane, Voronoi tessellation divides the domain

into a set of polygonal regions, the boundaries of which are

the perpendicular bisectors of the lines joining the points. It

has been shown in [14, Lemma 4.1] that for every " > 0,

there is a Voronoi tessellation with the property that every

Voronoi cell contains a disk of radius " and is contained in a

disk of radius 2". Then, for the m base stations in a dense

network with area 1, we can construct a Voronoi tessellation

Vn for which

. (V1) Every Voronoi cell contains a disk of area
100n logm

m .

. (V2) Every Voronoi cell is contained in a disk of

radius 2�ðnÞ, where �ðnÞ :¼ the radius of a disk of

area 100n logm
m .

In this case, we consider each Voronoi cell as a cell in the

network. In each cell, we randomly choose one helping

node as the helping node of the cell. The other helping

nodes help relay the packets in the helping network.
Similar to that in Section 3.2, the transmissions in help

mode are also carried out in three steps as follows:
Step 1: From source nodes to the helping network. We also

assume source nodes have low transmission power and

they need to transmit packets to helping nodes via multiple

hops. Thus, we can have the following result. The proof is

similar to that of Lemma 4.

Lemma 9. In each Voronoi cell, there are at most 1;200n logm
m

normal nodes w.h.p.

Denote the throughput capacity in Step 1 by T 0h1. Since

each node is a source node, along the line in Section 3.2,

we can obtain that

T 0h1 ¼ �
m

n logm
W2

� �
¼ �

nb�1

logn

� �
: ð17Þ

Step 2: Helping network relay. When wþ b
2 >

1
2 , we

further divide the network into big squares with length

l00 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c12n logm=m

p
, where c12 > 1=b is a constant. When

wþ b
2 � 1

2 , we make l00 ¼ c12n
1�w�b logm, where c12 > 1=b.

Then, we can have the following lemma.

Lemma 10. In random heterogeneous wireless networks

1. Every big square has at least one helping node in it
w.h.p.

2. Each big square in the network can transmit at a
constant transmission rate c13W2, where 0 < c13 <
þ1 is a deterministic constant.

Besides, similar to Lemma 7, we can have the following

lemma:

Lemma 11. For every big square, w.h.p.,

1. The number of source nodes from which the traffic
goes through the big square, denoted by C0x, is
Oðnw�b2þ1

2ð lognÞ
1
2Þ w h e n w þ b

2 � 1
2 > 0, a n d

Oðn1�b lognÞ when wþ b
2� 1

2 � 0.
2. The number of destination nodes to which the

traffic goes through the big square, denoted by C0y, is
Oðnd�w�b2þ1

2ðlognÞ
1
2Þ when d > w þ b

2 � 1
2 > 0, at

most c14 when wþ b
2� 1

2 > d > 0, where c14 is a
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frequency band will be considered as normal nodes when scheduling their
transmissions.



constant and c14 >
4

2wþb�2d�1 , and at most nd when
wþ b

2� 1
2 � 0.

Proof. Notice that in random heterogeneous wireless
networks, the expectation of C0x and C0y cannot be
directly calculated as in (6) and (7), respectively. For
example, as shown in Fig. 7, C0x is not simply the
number of source nodes located in big squares with the
same x-coordinate as the current one because C0x may
include some source nodes outside such big squares and
not include some source nodes inside such big squares.
Thus, for a big square, the expectation of C0x should be
the average number of helping nodes (of the cells) in big
squares with the same x-coordinate times the average
number of source nodes associated with each big square.
The expectation of C0y should be derived similarly.
Therefore, we have

IE½C0x� ¼ �
m

logm

� �
� l00

n=sðnÞ ��
n logm

m

� �
¼ �

�
l00sðnÞ

�
;

IE½C0y� ¼ �
m

logm

� �
� l
00

sðnÞ ��
nd logm

m

� �
¼ �

ndl00

sðnÞ

� �
:

The rest of the proof follows that in Lemma 7. tu
Denote the number of flows that cross an arbitrary big

square Si as B0i. We can obtain that for any i,

B0i � C0x þ 2n1�dC0y

¼

O
�
nw�

b
2þ1

2ðlognÞ
1
2
�
þO

�
n�w�

b
2þ3

2ðlognÞ
1
2
�
;

when d > wþ b
2� 1

2 > 0;

O
�
nw�

b
2þ1

2ðlognÞ
1
2
�
þOðn1�dÞ;

when wþ b
2� 1

2 > d > 0;

Oðn1�b lognÞ þO nð Þ; when wþ b
2� 1

2 < 0:

8>>>>>>><
>>>>>>>:

Denote the throughput capacity in Step 2 by T 0h2. Thus,
we can obtain that

T 0h2 ¼ min
n�wþ

b
2�1

2

ðlognÞ
1
2

W4;
nIðwþ

b
2�1

2Þ�1

ðlognÞJðwþ
b
2�1

2Þ
W4; n

d�1W4

( )

¼ min
nIðwþ

b
2�1

2Þ�1

ðlognÞJðwþ
b
2�1

2Þ
W4; n

d�1W4

( )
;

ð18Þ

where Jð�Þ is a function, and JðxÞ ¼ 1
2 when x > 0, and

JðxÞ ¼ 0 when x � 0.

Step 3: From the helping network to destination nodes. The
same as that in regular heterogeneous wireless networks,
we set helping nodes’ transmission power to be the same as
normal nodes’. Then, we can also show that in Step 3 each
square can have a constant transmission rate c15W3, where
c15ð0 < c15 < þ1Þ is a deterministic constant. Besides,
similar to Lemma 8, we can have the following lemma:

Lemma 12. In each cell, w.h.p., the number of destination nodes
is Oðnd�b lognÞ when 0 < b < d < 1, and Oðc9Þ, where c9 >
1þb
b�d when 0 < d < b < 1.

Denote the throughput capacity in Step 3 by T 0h3. Recall
Lemma 4, and we can obtain that

T 0h3 ¼
�ðnb�1W3= lognÞ; when 0 < b < d < 1;
�ðnd�1W3Þ; when 0 < d < b < 1:


ð19Þ

Thus, combining (17), (18), and (19), we can obtain

T 0h ¼ �ðminfT 0h1; T
0
h2; T

0
h3gÞ

¼ � min
nb�1

logn
;
nIðwþ

b
2�1

2Þ�1

ðlognÞJðwþ
b
2�1

2Þ
W4; n

d�1

( ) !
:

ð20Þ

Substituting the results in (20) into (16), we can have the
following theorem:

Theorem 2. An achievable throughput in random heterogeneous
wireless networks, denoted by T 0, is

T 0 ¼ � max min
nw�1ffiffiffiffiffiffiffiffiffiffi
logn
p ; nd�1

 ��
;

min
nb�1

logn
;
nIðwþ

b
2�1

2Þ�1

ðlognÞJðwþ
b
2�1

2Þ
W4; n

d�1

( ))!
:

when 0 < w � 1
2 , 0 < b < 1, and 0 < d < 1.

5 MORE RESULTS IN EXTREME CASES

Sections 3 and 4 present the capacity of regular and random
heterogeneous wireless networks, respectively, when
0 < w � 1

2 , 0 < b < 1, and 0 < d < 1. In this section, we
discuss some extreme cases, i.e., when w ¼ 0, b ¼ 0 or 1, and
d ¼ 0 or 1.
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Fig. 7. A Voronoi tessellation example. +’s stands for the helping nodes of each cell, and we have replaced two points with the helping nodes in the

figure.



5.1 Extreme Cases in Regular Heterogeneous
Wireless Networks

We first look into the extreme cases in regular networks. In

user mode, when w ¼ 0, we divide the network into

rectangles with width sðnÞ ¼ 1 and length l ¼ c1 logn as

shown in Fig. 8 (recall that c1 > 1 is a constant). Then,

similar to Lemma 1, we can show that every square contains

at least one normal node w.h.p.
Besides, we divide the network into groups each of

which has three rectangles as in Fig. 8. The rectangles in

each group are numbered in the same way, and at time slot

tðt ¼ 0; 1; 2; 3; . . .Þ the rectangles numbered ðt mod 3Þ þ 1

transmit simultaneously. Following Lemma 2, we can get

that the cumulative interference for an arbitrary transmis-

sion satisfies

Ii �
Xn= logn

j¼1

2j� CP ðnÞ
1þ ð3j� 2Þl½ ��

<
2CP ðnÞ

l�
1þ

Z þ1
j¼0

ð3jþ 1Þð1��Þdj
� �

¼ 2CP ðnÞ
l�

� 3� � 5

3� � 6
;

and the reception power at the receiver is approximately

Ri �
CP ðnÞ
ð1þ 2lÞ� >

CP ðnÞ
ð3lÞ� ; ð21Þ

since l ¼ !ðsðnÞÞ. As a result, the SINR at the receiver can be

calculated as

SINRi �
CP ðnÞ
ð3lÞ�

N0 þ 2CP ðnÞ
l� � 3��5

3��6

¼ c16C

3�
�
N0 þ 2c16C

3��5
3��6

� ;
i.e., lower bounded by a constant, by choosing P ðnÞ ¼ c16l

� .

Thus, each square can transmit at a constant transmission

rate c17W1, where 0 < c17 < þ1.
Note that when w ¼ 0, each square has to relay packets

for at most all the n flows in the network. Therefore, the

user mode per-node throughput is

Tu ¼ �
1

n
W1

� �
¼ �

1

n

� �
;

when W1 ¼ �ð1Þ.
In help mode, following the processes in Section 3.2, we

can find that when w ¼ 0,

Th ¼ � min nb�1; n�1W4; n
d�1

� �� �
;

for 0 � b < 1. Note that this result is consistent with that in

(15) since wþ b=2� 1=2 ¼ ðb� 1Þ=2 � 0. When b ¼ 1, it has

been shown in [16] that the maximum number of users in
each cell is logn= log logn. So, for b ¼ 1 we have that

Th ¼ � min nb�1 log logn= logn; n�1W4; n
d�1

� �� �
:

Note that these results are obtained when b 6¼ d according to
Lemma 8.2 When b ¼ d, similarly, we can know that the
maximum number of destination nodes in each cell is on the
order of logn= log logn, and hence the maximum number

of downlink flows in each cell is on the order of
n1�d logn= log logn. Thus, similar to (15), for b ¼ d, the help
mode throughput is as follows:

Th ¼ � min
nb�1

logn=log logn
; nIðwþ

b
2�1

2Þ�1W4; n
d�1

 �� �
:

Combining the above results with Theorem 1, we have
the following result:

Theorem 3. An achievable throughput in regular heterogeneous

wireless networks, denoted by T , is

T ¼ � max min
nw�1

ð
ffiffiffiffiffiffiffiffiffiffi
logn
p

ÞI 0ðwÞ
; nd�1

( )( 
;

min
nb�1

ð logn
log lognÞ

I 00ðb;dÞ ; n
Iðwþb2�1

2Þ�1W4; n
d�1

( ))!
:

for any 0 � w � 1
2 , 0 � b � 1, and 0 � d � 1, where

IðxÞ ¼ x; if x > 0
0; otherwise



and

I 0ðxÞ ¼ 1; if x > 0
0; otherwise



and

I 00ðx; yÞ ¼ 0; if 0 � x < 1; and x 6¼ y
1; if x ¼ 1 or x ¼ y:



5.2 Extreme Cases in Random Heterogeneous
Wireless Networks

We then look into the extreme cases in random networks.

The user mode throughput is the same as that in Section 5.1.
Here, we focus on the help mode throughput.

When w ¼ 0 and b ¼ 0, we can get that

T 0h ¼ � min nb�1; n�1W4; n
d�1

� �� �
:

When w ¼ 0 and 0 < b � 1, it can be easily shown that
different from that in regular networks, the number of users
in each cell in random networks is at most on the order of
n1�b logn. Thus, we can have
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Fig. 8. Squares in the network when w ¼ 0.

2. Both Lemmas 3 and 7 leave a special case out when w ¼ d and when
wþ b=2� 1=2 ¼ d, respectively. But the results in these two special cases
can be derived in the same way as shown here. Since presenting the results
in these two special cases does not introduce any new technical merit and
will make the final results in Theorem 3 in a very complicated form, we
choose to ignore them. Due to the same reason, we will also neglect the
special case in Lemma 11 in the discussions for Theorem 4.



T 0h ¼ � min
nb�1

logn
; n�1W4; n

d�1

 �� �
;

which is consistent with that in (20).
Besides, these results are obtained when b 6¼ d according

to Lemma 12. When b ¼ d, we can know that that the
maximum number of destination nodes in each cell is on
the order of logn, and hence the maximum number of
downlink flows in each cell is on the order of n1�d logn.
Thus, for b ¼ d, the help mode throughput is the same as
that shown above.

Combining the above results with Theorem 2, we have
the following result:

Theorem 4. An achievable throughput in random heterogeneous
wireless networks, denoted by T 0, is

T 0 ¼ � max min
nw�1

ð
ffiffiffiffiffiffiffiffiffiffi
logn
p

ÞI 0ðwÞ
; nd�1

( )( 
;

min
nb�1

ðlognÞJ 0ðbÞ
;
nIðwþ

b
2�1

2Þ�1

ðlognÞJðwþ
b
2�1

2Þ
W4; n

d�1

( ))!
:

for any 0 � w � 1
2 , 0 � b � 1, and 0 � d � 1, where

IðxÞ ¼ x; if x > 0;
0; otherwise;



and

JðxÞ ¼ 1=2; if x > 0;
0; otherwise;



and

J 0ðxÞ ¼ 0; if x ¼ 0;
1; if 0 < x � 1:



6 INSIGHTS INTO OUR RESULTS

From Theorems 3 and 4, we can find that the number of
destination nodes, the number of helping nodes, the shape
of the network area, and the bandwidth of helping nodes all
have significant impacts on the achievable throughput in
heterogeneous wireless networks. Notice that the user
mode achievable throughput is in fact the throughput of
traditional static homogeneous ad hoc networks. Thus, one
question is: under what conditions can we have higher
throughput in heterogeneous wireless networks than in
homogeneous ad hoc networks with the help of some more
powerful wireless nodes? We address this question in the
following by ignoring the logarithmic factors.

Case 1: w� d� 0. In this case, we have ðw�1Þ� ðd�1Þ � 0,
which means the user mode throughput is limited by the
number of destinations, i.e., Tu ¼ �ðnd�1Þ. Thus, no matter
how many more powerful helping nodes there are and
how much bandwidth they have, heterogeneous networks
cannot have higher throughput than homogeneous net-
works in the order sense.

Case 2: w� d < 0. In this case, we have ðw� 1Þ � ðd�
1Þ < 0 and hence Tu ¼ �ðnw�1Þ. Let W4 ¼ nx.

1. When wþ b
2� 1

2 � 0, we get

Th ¼ �
�
minfnb�1; nx�1; nd�1g

�
:

Then, in order to obtain exponentially higher
throughput than homogeneous networks, we need

b� 1 > w� 1;
x� 1 > w� 1:



2. When wþ b
2� 1

2 > 0, we can obtain that

Th ¼ �
�
minfnb�1; nwþ

b
2þx�3

2; nd�1g
�
:

Thus, in order to achieve exponentially higher
throughput than homogeneous networks, we need

b� 1 > w� 1;
wþ b=2þ x� 3

2 > w� 1:



To summarize, we have the following corollary:

Corollary 1. The conditions under which heterogeneous networks
can have higher throughput than homogeneous networks in the
order sense are

. W4 ¼ !ðnwÞ when wþ b=2� 1=2 � 0 and w �
minfb; dg < 0, or

. W4 ¼ !ðn
1�b

2 Þ when wþ b=2� 1=2 > 0 and w �
minfb; dg < 0.

Moreover, based on Theorems 3 and 4, we can find that
it does not mean that we can have higher throughput as
long as the powerful nodes have more bandwidth
available. The throughput improvement is also limited
by the number of powerful nodes and the number of base
stations in the network. Specifically, by letting W4 ¼ nx,

1. When wþ b
2� 1

2 � 0, we have

x � b� 1� ð�1Þ and x � d� 1� ð�1Þ;
i.e.,

x � minfb; dg:

2. When wþ b
2� 1

2 > 0, we get

x � b� 1� wþ b
2
� 3

2

� �
;

x � d� 1� wþ b
2
� 3

2

� �
;

8>><
>>:

i.e.,

x � min
b

2
� wþ 1

2
; d� b

2
� wþ 1

2

 �
:

In summary, we can have the following result:

Corollary 2. In heterogeneous wireless networks, network
throughput may be improved as the bandwidth of helping
nodes increases only when

. W4 ¼ Oðminfnb; ndgÞ when wþ b=2� 1=2 � 0, or

. W4 ¼ Oðminfnb
2�wþ1

2; nd�
b
2�wþ1

2gÞ when wþ b=2 �
1=2 > 0.

LI AND FANG: ON THE THROUGHPUT CAPACITY OF HETEROGENEOUS WIRELESS NETWORKS 2083



To better illustrate the results obtained above, we

present in the following some numerical results based on

the theoretical throughput capacity results shown in

Theorems 3 and 4. Consider a network with w ¼ 0:4 and

d ¼ 0:5. According to Theorems 3 and 4, we compare the

throughput capacity of heterogeneous wireless networks

with that of homogeneous wireless networks in Fig. 9a. We

use the exponents of the throughput capacity instead of the

throughput capacity itself to show the results more clearly.

On the other hand, according to Corollary 1, in order to

achieve higher throughput in heterogeneous networks than

in homogeneous networks, we need 1) x > 0:4 when b � 0:2

and 0:4�minfb; 0:5g < 0, i.e., b � 0:2 and b > 0:4, which

give us an empty solution space in this case, or 2) x >

ð1� bÞ=2 when b > 0:2 and 0:4�minfb; 0:5g < 0, i.e.,

b > 0:4, which is the same as the numerical results shown

in Fig. 9a. Furthermore, we show the throughput capacity

of heterogeneous networks when b ¼ 0:5, 0.6, 0.7, 0.8, and

0.9, respectively, in Fig. 9b. According to Corollary 2, since

b > �2wþ 1 in this example, the throughput capacity can

only increase as the the bandwidth when x < minf0:5bþ
0:1; �0:5bþ 0:6g, i.e., x < 0:35 when b ¼ 0:5, x < 0:3 when

b ¼ 0:6, x < 0:25 when b ¼ 0:7, x < 0:2 when b ¼ 0:8, and

x < 0:15 when b ¼ 0:9, respectively. Higher bandwidth than

that will not enhance the capacity further because of the

limitation of the number of destination nodes, which

matches the numerical results in Fig. 9b well. A special

case when w ¼ 0:5 and d ¼ 1, i.e., a network with square

network area and symmetric traffic pattern, is shown in

Fig. 10. We can see that heterogeneous wireless networks

can achieve higher capacity than homogeneous wireless

networks when x > ð1� bÞ=2 and b > 0:5, which is con-

sistent with Corollary 1, and that the capacity of hetero-

geneous networks can increase as the bandwidth as long as
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Fig. 9. Simulation results when w ¼ 0:4 and d ¼ 0:5. (a) The throughput capacity of homogeneous wireless networks and of heterogeneous wireless
networks. (b) The throughput capacity of heterogeneous wireless networks when b ¼ 0:5, 0.6, 0.7, 0.8, and 0.9, respectively.

Fig. 10. Simulation results when w ¼ 1 and d ¼ 1. (a) The throughput capacity of homogeneous wireless networks and of heterogeneous wireless
networks. (b) The throughput capacity of heterogeneous wireless networks when b ¼ 0:6, 0.7, 0.8, 0.9, and 1.0, respectively.



x < 0:3 when b ¼ 0:6, x < 0:35 when b ¼ 0:7, x < 0:4 when

b ¼ 0:8, x < 0:45 when b ¼ 0:9, and x < 0:5 when b ¼ 1:0,

which matches Corollary 2, i.e., x < minfb=2; 1�b=2g ¼ b=2.

7 CONCLUSION

As wireless technologies advance, there is no doubt that we

will have more and more wireless devices surrounding us,

which could have different capabilities and be used for

different purposes. Thus, heterogeneity is indeed an

inherent property of the future wireless networks. Unfortu-

nately, it has not been embraced into capacity analysis so

far. In this study, we investigate the throughput capacity of

regular and random heterogeneous wireless networks,

respectively, and find that many network factors such as

the shape of the network area, the number of the

destination nodes, the number of the helping nodes, and

the bandwidth of the helping nodes, all have great impacts

on the network capacity. We also find that by deploying

wireless helping nodes into the network, heterogeneous

wireless networks can provide much higher per-node

throughput than traditional homogeneous wireless net-

works under certain conditions.

Recall that it has been shown in the literature that hybrid

wireless networks can also achieve higher throughput than

homogeneous networks. However, one assumption there

is that the wired network connecting base stations has

unlimited bandwidth. One natural question is thus: How

much on earth should the bandwidth of the backbone

network be in order to provide higher throughput? This

question is of more interest in heterogeneous wireless

networks where some powerful helping nodes (such as

routers deployed in a city equipped with MIMO, UWB,

cognitive radio, etc.) have much higher bandwidth than

normal users (such as WiFi enabled PDAs, smart phones,

etc.). We have addressed the question in this paper. The

results show that if we rely on the helping nodes to relay all

the packets, their bandwidth needs to be bounded by !ðnwÞ
when wþ b=2� 1=2 � 0 and w�minfb; dg < 0, and by

!ðn1�b
2 Þ when wþ b=2� 1=2 > 0 and w�minfb; dg < 0,

respectively. Also, notice that increased helping nodes’

bandwidth does not necessarily always lead to increased

network throughput. We find that the bandwidth of the

helping nodes should be upper bounded by minfnb; ndg
when wþ b=2� 1=2 � 0, and by minfnb

2�wþ1
2; nd�

b
2�wþ1

2gwhen

wþ b=2� 1=2 > 0, respectively. More bandwidth than that

cannot increase the network throughput further.
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