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Abstract—Benefits of multi-operator spectrum sharing in wire-
less networks heavily depend on the traffic misbalance in the
networks belonging to different operators. In this paper, we
study the likelihood that such misbalance occurs in networks
with high traffic dynamics. An extensive business portfolio for
heterogeneous networks is presented to analyse the benefits due to
multi-operator cooperation for spectrum sharing. High resolution
pricing models are developed to dynamically facilitate price
adaptation to the system state. By using queuing theory, we
quantify the operators’ gains in cooperative arrangements as
opposed to non-cooperative independent operation. In addition,
Markov model is used that can handle wider range of different
distributions of traffic arrivals and service rates. A tractable
analysis and quantitative results are provided for those gains as
a function of the number of cooperating operators. Under the
condition that there is a traffic underflow in one band, it has
been shown that with capacity aggregation model, the operator
operating in other band can take advantage of additional chan-
nels with probability close to 1. In capacity borrowing/leasing
model, this advantage is not unconditional, and there is a risk
that the operator leasing the spectra will suffer temporary packet
losses. When cognitive models are used in a network with high
traffic dynamics, 50-70% of the spectra may be lost due to
channel corruptions caused by the return of primary users.
The gains of traffic offloading from a cellular network to a
WLAN are quantified by an equivalent increase in opportunistic
capacity proportional to the ratio of aggregate coverage of
cellular networks and WLANs. The results provide guidelines
for business decision in multi-operator network management.

Index Terms—Multi-operator spectrum sharing, heterogeneous
networks, cognitive networks, pricing, traffic misbalance.

I. INTRODUCTION

Wireless networks are evolving towards highly populated
ones, like Internet of things, where a vast variety of applica-
tions and access network technologies coexist [1]. An impor-
tant problem in this scenario is the optimization of spectrum
sharing by multiple operators [2]. The variations in spectrum
usage, channel quality and coverage in different operators’
networks generate plenty of cooperation opportunities, which
can be exploited to improve the network performance. This
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problem has been analyzed in the literature by focusing on
specific schemes mainly for cognitive networks [3]–[10].

In the case of cellular networks, centralized architectures
[11]–[13] for dynamic spectrum access have gained a lot of
interest. In such models, operators bid for spectrum through a
spectrum manager by using auction based sharing techniques.
However, the proposed techniques allocate spectrum at the sys-
tem level rather than the cell level. Thus, the traffic variations
at individual cells are not considered, which limits the gains
achieved with such schemes.

In this paper, we consider the traffic variations between
different operators in cellular networks and develop a tractable
and accurate analytical model for quantifying the benefits
under different cooperation strategies. For this purpose, we
present an extensive business portfolio for wireless network
operators and discuss macro-economics of multi-operator co-
operative networks. Both analytical and simulation results are
provided to show the enhancement in spectrum utilization and
performance gains by the proposed schemes.

The contributions of this paper are summarized as follows.
1) A comprehensive business portfolio for multi-operator

spectrum management is presented and analyzed. The
portfolio consist of the following business mod-
els: a) Capacity aggregation-A model; b) Capacity
borrowing/leasing-BL model; c) Cognitive networks- C
model; d) Partial cognitive networks-PC model; e) Mu-
tually cognitive networks-MC model; f) Asymmetri-
cal spectral aggregation in heterogeneous network- CW
model or Symmetrical spectral aggregation in heteroge-
neous network- CWC model; g) Economic models for
BL system with pricing and, h) Economical models for
mutual channel BL (MBL) with high resolution pricing.
All these models are compared on the basis of spectra
utilization factor, representing the average percentage of
spectra being used by the operator.

2) A unified analytical model based on queuing theory is
presented to quantify the performance of these business
plans for voice and data traffic. Probability of user
benefit is used to quantify the likelihood that a user is
served by another operator while facing call blocking
in its own network. Although the model admits general
distributions for user arrival and service rates, the closed-
form expressions are obtained for exponential inter-arrival
and service times.

3) A number of new fine-grained pricing models are incor-
porated into the system model enabling the analysis of
systems’ micro-economics and user dissatisfaction with
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the service. The pricing schemes adapt automatically to
the traffic volume in the system and enable changing
the price and user behavior (reneging) at each new user
arrival/departure.

4) By introducing an equivalent service rate in a multi-
operator system, existing results in queuing theory are
modified to obtain analytical results in a tractable form.

The results provide two major guidelines for the future
use of the spectrum: a) for the regulatory bodies, spectra
aggregation is more efficient than the concept of cognitive
networks; b) for the network operators, spectrum alliances are
a more efficient way to compete with the powerful operators
owning larger portions of the spectrum bandwidth.

The rest of the paper is organized as follows. In Section
II, we provide an overview of the related work. In Section
III, we present eight different business models for multi-
operator spectrum management. Performance analysis based
on queuing theory is carried out in Section IV. Numerical
examples and implementation details are given in Section V.
Concluding remarks are summarized in Section VI.

II. RELATED WORK

One of the first papers that introduce spectrum sharing
in cellular networks is [14] where several operators aim to
take advantage of the fluctuations of the incoming traffic
for an opportunistic allocation of unused resources. They
focus on the minimization of the call blocking probability. In
[15], authors discuss K-dimensional Markov channel model
with complete sharing scheme for two cellular networks. The
system performance in terms of blocking probabilities and
system utilization is analyzed for handoff connections and new
connections. Work in [16] considers integrated voice and data
networks using Markovian models with priorities. Spectrum
is shared by both data and voice users. In a similar way,
dynamic spectrum sharing in WiMAX and WiFi network is
considered in [17] by maintaining the required QoS. The
blocking probabilities with limited queuing architecture are
analyzed.

With small buffer size or small number of servers, it is
easier to analyze the system performance and the results can
be obtained in closed-form expressions. For example, in [15],
[18] and [19], multi-dimensional Markov process is used to
obtain results on the blocking probabilities. In [20], authors
study the system performance using two-dimensional Markov
chain with handover and new calls based on the Erlang B
systems. In addition, Zeng and Chlamtac [21] demonstrate
such a system with different arrival rates for handover and new
calls, respectively. In this paper, in addition to the previous
work, we consider the scenario of two different operators
with different service rates and further modify the previous
model by introducing an equivalent system service rate. This
enables us to analyze various kinds of multi-operator joint
spectrum management schemes by using a general queuing
system. The tractability of the analytical model allows us to
obtain meaningful results which provide insight into the design
of spectrum sharing mechanism for future wireless networks.

In terms of spectrum sharing, cognitive radio is playing a
significant role in the wireless industry and intensive research

has been carried out the last few years. In [4], secondary and
primary users share the same spectrum. When all channels
are occupied, a newly arriving secondary user joins the queue
according to the pre-define priority level. As expected, a
primary user with higher priority level has lower waiting
time and queuing length. Our paper extends the analysis of
cognitive networks to capture the channel corruption due to the
return of the primary user whose channel is currently used by
a secondary user. In a network with high traffic dynamics, this
event is an important contribution to the network performance
degradation.

The problem of designing a secondary spectrum trading
market when there are multiple sellers and multiple buyers
is investigated in [5]. The paper proposes a coalitional double
auction mechanism for efficient spectrum allocation. Kasbekar
and Sarkar [6] develop an auction-based framework that allows
networks to bid for primary and secondary access based
on their utilities and traffic demands. The goal is either to
maximize the auctioneer’s revenue or the social welfare of the
bidding network, while enforcing incentive compatibility.

The above works focus on the instantaneous network status
and thus, they do not characterize the long term improvement.
Our work fills in this gap and proposes spectral aggregation
mechanisms where operators benefit from temporal misbal-
ance in the traffic by allowing to each other to use their free
channel without any compensation. The concept is based on
the expectation that in long term all operators will benefit
equally from such arrangement.

Research in [7] focuses on a femtocell communications
market and studies the entrant network service provider’s long-
term decision: whether to enter the market and which spectrum
sharing technology to select to maximize its profit. Singh et
al. [9] consider a network in which several service providers
offer wireless access to their respective subscribed customers
through potentially multihop routes. In [2] different scheduling
policies for spectrum sharing are proposed.

In this paper, we present new economic models for channel
borrowing/leasing to compensate the operators for leasing the
unused channels. Different fine-grained pricing models are
considered to deal with the change of the price even due to the
small changes of the state of the system characterized by the
instantaneous number of active users in the overall available
spectral band. The model also captures possible decisions of
the unsatisfied users to leave the system, resulting in revenue
losses of the operator.

III. MULTI-OPERATOR COOPERATION MODELS

In this section, we introduce definitions and a unified
notation for eight different business models for multi-operator
spectra management. We will consider first two different
operators and then, in Section IV-B4 the analysis will consider
the multi-operator case too.

The models are applicable to different type of the networks
like cellular, heterogeneous mostly cellular/WLAN as well as
different types of cognitive networks with primary/secondary
status of the operators. More details on the practical imple-
mentation of each model will be provided in Section V.
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Fig. 1. Capacity aggregation – A model.
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Fig. 2. Capacity borrowing/leasing – BL model.
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Fig. 3. Cognitive networks – C model.

A. Capacity aggregation – A model

We initially assume that each of the two operators has avail-
able c channels, and users with the same Poisson distributed
arrivals with rate λ and the service rate µ [22]. They can
operate independently in a non-cooperative way referred to as
(c, λ, µ) conventional mode.

Alternatively, let us assume that each operator may make
available c channels to the cooperative operation of a cellular
network resulting in an aggregate number of channels 2c,
aggregate arrival rate 2λ and same service rate µ. This will
be referred to as A(2c, 2λ, µ) aggregation model, which is
symbolically presented in Fig. 1. Joining the bandwidths from
the two operators may enable, for the same number of channels
c and aggregate arrival rate, to reduce the service rate µ→ µ/2
(longer data messages). This will result into the aggregation
model referred to as A(c, λ, µ/2). The generalization of the
model to include more than two operators is straightforward al-
though some additional details might be included like unequal
contribution to the channel aggregation, as well as, unequal
arrival and service rates.

The above notation in the form of the triplets (capacity,
aggregate arrival rate, service rate) will be used throughout
the paper. Occasionally, we will also use an extension of the
triplet to include different arrival and service rates.

B. Capacity borrowing/leasing – BL model

The second business plan is based on the assumption that
one operator is leasing b channels to another operator who
is borrowing. This principle is extensively used for inter-
cell traffic balancing in conventional cellular networks. In
conventional, non-cooperative mode of operation this creates
two independent systems referred to as L(c − b, λ, µ) and
B(c+b, λ, µ). As the first step, leasing operator and borrowing
operator in the non-cooperative mode can readjust the models
to L(c− b, λ(1− b/c), µ) and B(c+ b, λ(1 + b/c), µ), respec-
tively. Consequently, the L operator who has now reduced
number of channels will proportionally reduce the arrival rate
of the users. In practice, these corrections will take place
in the reverse order. The operator who experiences the drop
in the average arrival rate will offer to lease proportional
number of channels b. Similarly, operator B who is expe-
riencing higher arrival rates would be interested to borrow
additional b channels. Instead of readjusting the arrival rate,

the operators may opt for adjusting the service rate resulting
into L(c − b, λ, µ(1 + b/c)) (shorter messages) and B(c +
b, λ, µ(1− b/c)) (longer messages). The combination of both
is also possible, resulting into L(c− b, λ(1− b/c), µ(1+ b/c))
and B(c + b, λ(1 + b/c), µ(1 − b/c)). In general, all these
options can be formally represented as BL(2c, λ1, λ2, µ1, µ2)
system or equivalently, as BL(2c, λ1, λ2, µeq) system with
µeq = λ1µ1/(λ1 + λ) + λ2µ2/(λ1 + λ2). This system is
illustrated in Fig. 2. The equivalent service rate model will
be used in the analysis of all system parameters based on the
system state probability distribution function (Section IV-A),
system delay (Section IV-A1) and the CDF of the system
delay (Section IV-A2). Parameter λ1/(λ1 + λ) represents the
probability that the user being served belongs to operator1
and λ2/(λ1 + λ) that the user being served belongs to
operator2. With this interpretation, µeq represents the average
(or equivalent) service rate of the user in the system. The
introduction of µeq enables us to analyze the general queuing
system with multiple operators and arbitrary arrival and service
rates which was not possible by using existing queuing theory
tools.

C. Cognitive networks – C model

In a cognitive network, secondary users (SUs) operating
under secondary service provider (S), are sensing the spectra
and potentially using c − n channels. As before, c is the
number of available channels and n the number of channels
instantaneously occupied by the primary user (PU) operating
under the primary service provider (P). A given channel will
be corrupted either if the SU incorrectly detects the occupied
channel as free or if the PU returns to the channel while used
by the SU.

If the probability of channel corruption is 1 − α then,
the effective number of channels is αc. Parameter α will be
discussed in more details in Section IV-C. We suggest to
characterize this phenomena by two parameters αp and αs
representing the capacity reduction parameters for primary
service provider (P) and secondary service provider (S), re-
spectively. Then, P and S operate as P (αpc, αpλ, µ) and
S(αs(c− n), λ(αs(1− n/c)), µ). This model is illustrated in
Fig. 3.
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Fig. 4. Partial cognitive networks – PC model.
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model.
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Fig. 6. Spectra Aggregation in Heterogeneous
Network - CW mode.
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D. Partial cognitive networks – PC model

In non-cooperative mode, we assume that both, P and S
operator, reserve c0 non-cognitive channels each for their ex-
clusive use. The remaining c−2c0 cognitive channels are used
by P operator and c−2c0−(n−c0) cognitive channels can be
potentially used by S operator. This results in the following
business plans for the two operators, where (1a) indicates that
primary operator P is using c0 channels exclusively and the
remaining c−2c0 channels may be corrupted due to imperfect
sensing of the channel by the SUs. This is characterized by
the corruption factor in the primary channel by αp. Then, the
secondary operator S will use also c0 channels exclusively plus
the remaining channels not used by the PUs but reduced by
the corruption factor αs due to the PU return to the channel.
An alternative to this model is described in (1b) where the
arrival rates are increased by the operator proportional to the
effective spectrum used. The system is presented in Fig. 4.

E. Mutually cognitive networks – MC model

In this concept, we have two operators each having c
channels available. When one operator receives a call request
and all its c channels are occupied, it samples the band of
the other operator. If there is a channel available in that band,
it uses that channel for as long as it is available. In other
words, it behaves as S operator in that band. This operation
is formally designated as

MC1(αpc+ αs(c− n2), λ, µ); (2a)
MC2(αpc+ αs(c− n1), λ, µ), (2b)

where (2a) indicates that operator 1 is using c channels as
primary operator. Since operator 2 can also use this band as the
secondary operator, the effective capacity will be modified by
the corruption coefficient in primary band αp. Operator 1 can
additionally use c−n2 channels from the second operator with
the status of secondary user in that band. Due to the channel
return probability of operator 2 in that band, the effective

number of available channels will be modified by factor αs.
Equation (2b) is based on the same arguments. This system is
formally presented in Fig. 5.

F. Spectra Aggregation in Heterogeneous Network

In this model, we consider two operators each having c
channels available in different type of networks. Let us assume
that those operators are the cellular network and WLAN
operators referred to as C and W operators, respectively.
The coverage areas of the two operators are Ac and Aw,
respectively. Aw refers to the overall coverage area of all
WLANs within the cell. The traffic offloading coefficient for
C operator is defined as ξc = Aw/Ac. Thus, a user of C
operator will be in the position to offload the traffic to WLAN
with probability ξc. For WLAN operator, ξw = 1 since C
operator covers the whole area and W operator is always in
position to offload its user to C network. In this scenario, we
define two modes of operation:
a) CW mode refers to the case where only C operator

is supposed to offload the traffic to WLAN network if
such opportunity exists. This results into the following
aggregation model

C(c+ ξc(c− nw), λ, µ); (3a)
W (c, λ+ ξcλ, µ), (3b)

where (3a) indicates that C operator will have potentially
c−nw channels available with nw the number of channels
used by W operator. These channels will be effectively
available if the user is in the coverage area of the WLAN
which is characterized by factor ξc resulting in an effective
additional number of channels ξc(c − nw). Equation (3b)
indicates that due to these offloads, the effective arrival rate
in W network will be additional increased by ξcλ.

b) CWC mode includes the same opportunity of offloading
the traffic in both directions from the C network to WLAN
and the other way around. In the latter case, if one operator
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Fig. 7. Spectra Aggregation in Heterogeneous
Network - CWC mode.
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Fig. 9. Mutual channel leasing with pricing.

receives a call request when all its c channels are occupied
it asks the other operator to use the channel in that band
if available. This results into the following model

C(c+ ξc(c− nw), 2λ, µ); (4a)
W (2c− nc, λ+ ξcλ, µ), (4b)

where nc is the number of users in C network. It should
be noticed that in (4b) the increase in number of channels
for W operator is c−nc and it is not modified by factor ξc.
On the other hand, its overall arrival rate is not augmented
by λ but only by ξcλ, since only ξc portion of C operator’s
terminals are covered by W operator. Both models are
shown schematically in Fig. 6 and Fig. 7.

G. Channel borrowing/leasing (BL) with pricing

At a given moment, the state of the system is characterized
by (n1, n2) where we assume that lending operator L has
n1 users in the system and the borrowing operator B has n2

users. At this state of the system, the normalized price per user
k(n1) required by the lender will depend on the state of the L
system. This can be modeled by different pricing schemes as
it will be discussed below. The B operator will make decision
on whether or not to borrow the channel depending on both,
k(n1) and n2. Based on these decisions, the equivalent arrival
rate of B operator will be modified to λ2 → λ2

(
k(n1), n2).

The behavior of this scheme is symbolically presented
in Fig. 8. As we can see in the figure, after leasing l(n)
channels the L operator will have effectively reduced its
capacity by the number of leased channels and may operate
by proportionally reducing the arrival rate by l(n)/c. The B
operator after borrowing b(k) = l(n) will have the effective
capacity increased by b(k) channels and then, it can effectively
increase the arrival rate by b(k)/c.

Possible options for the pricing model are given as

a) k(n1) = n1/c; b) 1− k(n1) = 1/(n1 + 1);

c) 1− k(n1) = 1/(n2
1 + 1),

(5)

where in (5a) the price offered by L operator is proportional
to the number of its occupied channels. In (5b) and (5c), there
is different emphases on the starting price when n1 = 1 and

maximum price when n1 = c. The possible reaction of the B
operator to the price is modeled as

λ2(k(n1), n2) =

{
λ2, n2 < c,

(1− k(n1))λ2, n1 < c < n2.
(6)

If the price continues to rise while the session is
being served, the operator might decide to abort the
transmission. If the transmission is not completed
the service will not be charged. This will affect
the equivalent service rate as follows r(n) =
lim

∆t→0
Pr{unit reneges during ∆t |n customers present}/∆t,

r(0) = r(1) ≡ 0 . This new process is still birth-death, but
the death rate must now be adjusted to [23]

µn2 = µ+ r(n1), (7)

r(n1) = eαn1/µ1 ; n1 ≥ 2. (8)

A good possibility for the reneging function r(n1) is given by
(8) where α is a constant. A waiting customer could estimate
the average system waiting time as n1/µ1.

H. Mutual channel borrowing/leasing (MBL) with pricing
In this case, there is a possibility for both operators to

lease/borrow the channels depending on the state of the
system. In contrast to the previous model, now either of the
two operators can be lender or borrower of the channels. The
previous pricing models described by (5a)-(5c) can be applied
in this case by assuming that operator 1 and 2 could act as
leaser or borrower. In particular, (5a) could be modified as

k(n1) = n1/c; n1 < c and c < n2 < 2c; (9a)
k(n2) = n2/c; n2 < c and c < n1 < 2c, (9b)

where in (9a) operator 1 is the leaser since n1 < c, and the
operator 2 is the borrower since c < n2 < 2c. Operator one
is using price k(n1). In (9b) the same reasoning applies and
in this case operator 1 is the borrower and 2 the leaser. The
modification of (5a)-(5c) and the reaction to pricing given by
(6) to this case are straightforward. If we assume that λ1 =
λ2 = λ then, the reaction to pricing for the borrowing operator
(operator1) is

λ2(k(n1), n2) =

{
λ, n2 < c,

(1− k(n1))λ, n1 < c < n2 < 2c,
(10a)
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and similarly, for operator 2

λ1(k(n2), n1) =

{
λ, n1 < c

(1− k(n2))λ, n2 < c < n1 < 2c,
(10b)

As before, if the price continues to rise while the session
is being served the operator might decide to abort the trans-
mission. If the transmission is not completed the service will
not be charged. This will affect the equivalent service rate
as in (7)-(8) when the borrower operator is operator 2. It is
straightforward to obtain equivalent service rate for operator
1. The system is schematically presented in Fig. 9.

IV. PERFORMANCE ANALYSIS

In this section, we discuss system parameters used for
the analysis of the different business plans. Voice and data
applications are considered in parallel. We are interested to
know under what condition an operator is able to temporally
use a certain number of channels belonging to the other
operator. In symmetrical conditions, when this opportunity is
equal for both operators, there will be no need even for pricing
since the average benefits in long run are the same. These
advantages are quantified by the probability of benefiting
(temporally gaining) the channels discussed in Section IV-B. If
the two operators provide different QoS then different pricing
is introduced by each operator as discussed in Section IV-D.
An interesting relation is established in cognitive networks
as discussed in Section IV-C where S operator benefits from
the opportunity to temporally use the portion of the spectra
unused by P operator. Although, there is a certain risk that
effective number of channels due to channel corruptions will
be reduced. Finally, channel utilization coefficient is used for
the evaluation of the overall business portfolio as discussed in
Section IV-E.

A. Preliminaries: Joint state probability distribution function
for multi-operator system in A model

We start with some preliminary results which will be used
in the rest of Section IV. Although derivation of these pre-
liminary results might be cumbersome, the details are omitted
since they are based on standard theory of Markov chains [23].

A two dimensional Markov chain is used to model the two
operators system as illustrated in Fig. 10. Each state in the
Markov chain represents the number of users (n1, n2) served
by operator 1 and 2, respectively. There are in total 2c channels
available for each operator. The arrival rate for operator 1 and
2 are denoted by λ1, λ2, respectively and the service rate by
µ1, µ2, respectively.

For voice applications, first we need an expression for
the joint state probability distribution function Pn1n2 of a
M/M/2c/2c blocking system formed by two processes (n1, n2)
representing the number of users being served by each op-
erator, as shown in Fig. 10. For data applications, we use
M/M/2c queuing system formed by two processes (n1, n2).
This expression as well as the expected queue size in
A(2c, λ1, λ2, µeq) system are derived in the sequel by using
standard methods of Markov chain analysis. The formula for
the CDF of the system waiting time is also derived.
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Fig. 10. Markov model representation of the two-operator voice traffic system.

1) Voice services in A(2c, λ1, λ2, µ1, µ2): In this system,
we have 2c channels and no queue which can be modeled as
M/M/2c/2c blocking system. Solving conventional birth-death
equations for such system gives [24]:

Pn1n2
=((rn1

1 rn2
2 )/(n1!n2!))P0;

P0 =

[
2c∑

n1=0

(rn1
1 /n1!)

2c−n1∑
n2=0

(rn2
2 /n2!)

]−1

,
(11)

where P0 is the probability of no user in service when n1 =
n2 = 0. The remaining parameters are defined as

ri = λi/µi, i ∈ {1, 2}; ρi = ri/2c, i ∈ {1, 2}. (12)

Then, the total traffic intensity

ρ = ρ1 + ρ2 < 1; r = r1 + r2 = 2cρ. (13)

2) Data services in A(2c, λ1, λ2, µeq): In this system, we
assume 2c channels available and infinite length of the buffer
which is modeled as M/M/2c queuing system. One can show
that for such system with µeq = λ1µ1/(λ1+λ2)+λ2µ2/(λ1+
λ2), ρi, i ∈ {1, 2} given by (12), the total traffic ρ by (13)
and ri = λi/µeq , i ∈ {1, 2} we have

Pn1n2
=


(2cρ)n1+n2

(n1+n2)! P0, 0 ≤ (n1 + n2) < 2c,
(2cρ)n1+n2

(2c)(n1+n2−2c)(2c)!
P0, (n1 + n2) ≥ 2c;

P0 =

[
2c−1∑
n1=0

2c−n1−1∑
n2=0

(2cρ)n1+n2

(n1+n2)! + (2cρ)2c

(2c)!(1−ρ)2 + (2cρ)2c

(2c−1)!(1−ρ)

]−1

.

(14)
a) System Delay : The expected queue size in

A(2c, λ1, λ2, µeq) system is

Lq =
(2cρ)

2c
P0ρ

(2c)!(1− ρ)
3 [(1 + ρ) + 2c(1− ρ)] ;

Lq1 =
λ1

λ1 + λ2
Lq; Lq2 =

λ2

λ1 + λ2
Lq,

(15)
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W (t) = Wq(0)
(
1− e−µeqt

)
+ (1−Wq(0))

(
2c(1− ρ) (1− e−µeqt)

2c(1− ρ)− 1
− 1− e−(2cµeq−λeq)t

2c(1− ρ)− 1

)
=

2c(1− ρ)−Wq (0)

2c(1− ρ)− 1

(
1− e−µeqt

)
− (1−Wq (0))

2c(1− ρ)− 1

(
1− e−(2cµeq−λeq)t

)
. (16)

where P0 and Pn1n2
are given by (14) and the other parameters

are described above.
b) The CDF of the system waiting time: The overall CDF

of M/M/2c system waiting time can be written as (16)
with Wq(0) = 1 − P0r

2c

(2c)!(1−ρ)

(
2c + 1

(1−ρ)

)
, where λeq =

λ1 + λ2 and the rest of the parameters are defined above.

B. Analysis of the system performance

In the rest of this section, we use the preliminaries defined
in Section IV-A to derive the main performance measures of
different business portfolios.

1) Probability P (b) of benefiting b channels in A model :
One operator will be able to benefit b channels from the spectra
aggregation if n1 = c + b and n2 ≤ c − b or vice versa. In
other words, operator 1 will be able to use b channels from
operator’s 2 band if that operator has more than b channels
free.

a) Voice services A(2c, λ1, λ2, µ1, µ2):

P (b) = P (n1 =c+ b, n2≤c− b) + P (n2 =c+ b, n1≤c− b)

=

c−b∑
n2=0

P(c+b)n2
+

c−b∑
n1=0

Pn1(c+b)

=

[
rc+b1

(c+ b)!

c−b∑
n2=0

rn2
2

n2!
+

rc+b2

(c+ b)!

c−b∑
n1=0

rn2
1

n1!

]
P0, (17)

where P0 and Pn1n2
are given by (11) and the rest of the

parameters are defined as (12)-(13).
b) Data Services A(2c, λ1, λ2, µeq):

P (b) = P (n1 =c+ b, n2≤c− b) + P (n2 =c+ b, n1≤c− b)

=

c−b∑
n2=0

P(c+b)n2
+

c−b∑
n1=0

Pn1(c+b)

= 2

[
c−b∑
n=0

(2cρ)
(c+b+n)

(c+ b+ n)!

]
P0, (18)

where P0 and Pn1n2
are given by (14), µeq = λ1µ1/(λ1 +

λ) +λ2µ2/(λ1 +λ2), ρi, i ∈ {1, 2} is given by (12), the total
traffic ρ by (13) and ri = λi/µeq , i ∈ {1, 2}.

2) Conditional probability of benefiting from spectra aggre-
gation Pb: An alternative way to characterize the benefits from
spectra aggregation is to define the conditional probability of
benefiting any number of channels given that another operator
is not using certain number of channels. In other words, we are
not interesting to quantify the benefit but rather to find out if an
operator will benefit at all from spectra aggregation. Thus, the
conditional probability of benefiting from spectra aggregation
for voice and data applications is given in the sequel.

a) Voice services A(2c, λ1, λ2, µ1, µ2):

Pb = P (n2 > c|n1 < c) =
P (n2 > c, n1 < c)

P (n1 < c)
, (19)

P (n1 < c) =

c−1∑
n1=0

2c−n1∑
n2=0

Pn1n2

=

c−1∑
n1=0

(2cρ1)
n1

n1!

2c−n1∑
n2=c

(2cρ2)
n2

n2!
P0,

(20)

P (n2 > c, n1 < c) =

c−1∑
n1=0

2c∑
n2=c

Pn1n2

=

c−1∑
n1=0

(2cρ1)
n1

n1!

2c∑
n2=c

(2cρ2)
n2

n2!
P0,

(21)

where P0 and Pn1n2
are given by (11) and the rest of the

parameters are defined as (12)-(13).
b) Data Services A(2c, λ1, λ2, µeq):

Pb = P (n2 > c |n1 < c ) =
P (n2 > c, n1 < c)

P (n1 < c)
. (22)

By using (18),

P (n1 < c) =
c−1∑
n1=0

∞∑
n2=0

Pn1n2

=
c−1∑
n1=0

[
2c−n1−1∑
n2=0

(2cρ)n1+n2

(n1+n2)! + (2cρ)2c

(1−ρ)(2c)!

]
P0;

(23)

P (n2 > c, n1 < c) =
c−1∑
n1=0

∞∑
n2=c

Pn1n2

=
c−1∑
n1=0

[
2c−n1−1∑
n2=c

(2cρ)n1+n2

(n1+n2)! + (2cρ)2c

(1−ρ)(2c)!

]
P0,

(24)

where P0 and Pn1n2 are given by (14), µeq = λ1µ1/(λ1 +
λ) +λ2µ2/(λ1 +λ2), ρi, i ∈ {1, 2} is given by (12), the total
traffic ρ by (13) and ri = λi/µeq , i ∈ {1, 2}.

Additional parameters that may be used to characterize the
spectra aggregation model are:
• Availability probability: probability that an operator will

have exactly a unused channels and so, potentially avail-
able to be used by another operator. It is defined as
Pa(a) = Pn(c− a).

• Probability P (b/a): denotes the probability of benefiting
b channels by operator 2 while operator 1 has a channels
unused. It is given as P (b/a) = P (n1 = c− a, n2 = c+
b); b < a and P (b/a) = P (n1 = c−a, n2 ≥ c+ b); b =
a.

• Probability of benefiting from spectra aggregation
P (n2 > c, n1 < c) is an unconditional probability of
benefiting from spectra aggregation.

The above probabilities can be obtained similarly to calculat-
ing (19) and (22).
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3) Joint state probability distribution function for multi-
operator system in BL model and helping probabilities: Let
us assume that operator two is borrowing b channels from
operator one. Once channels have been borrowed, having n
users in one system is independent from the state of the other
system. Thus, the joint probability can be given as

Pn1n2
= Pn1

Pn2
, (25)

Pn1
=

{
r
n1
1

n1! P01, 0 ≤ n1 ≤ c− b
r
n1
1

(c−b)(n1−c+b)(c−b)!P01, n1 ≥ c− b
;

Pn2
=

{
r
n2
2

n2! P02, 0 ≤ n2 ≤ c+ b
r
n2
2

(c+b)(n2−c−b)(c+b)!
P02, n2 ≥ c+ b

,

(26)

and,

P01 =

[
c−b∑
n1=0

r1
n1

n1! +
rc−b
1

(c−b)!(1−ρ1)

]−1

;

P02 =

[
c+b∑
n2=0

r2
n2

n2! +
rc+b
2

(c+b)!(1−ρ2)

]−1

,

(27)

where ri = λi/µi and ρi = ri/2c for i ∈ {1, 2}.
The blocking probabilities for the borrowing model defined

as the probabilities that all channels are busy for operator 1,
Pc1 , and 2, Pc2 , are given as

Pc1 =

(
r1
c−b/(c− b)!

)
c−b∑
n1=0

(r1
n1/n1!)

; Pc2 =

(
r2
c+b/(c+ b)!

)
c+b∑
n2=0

(r2
n2/n2!)

. (28)

Thus, the helping probability of the total system is defined
as Ph = Ph1

+ Ph2
where, Ph1

is the helping probability
of operator 2 towards operator 1 and, Ph2

vice versa. Both
probabilities are obtained as follows

Ph1
= (1− Pc2)Pc1 ; Ph2

= (1− Pc1)Pc2 . (29)

In addition, the following parameters can be used to char-
acterize this system:
• Probability of benefiting in borrowing system: operator 2

will have some benefit from borrowing b channels with
probability Pb = Pn2(c < n2 < c+ b).

• Degradation probability in borrowing system: operator
1 will degrade its own performance when borrowing b
channels with probability Pd = Pn1

(c− b < n1 < c).
4) Extension to K operators : Let us assume that there

are K operators with the same system parameters c, λ and
µ. In this case, we have the same call blocking probability
per operator Pci = Pc. The helping probability for a specific
operator, given by (29), now becomes

ph =
(
1− PK−1

c

)
; Pc = (rc/c!) / (

∑c
n=0 (rn/n!)) . (30)

In the case of non-equal traffic distribution in differ-
ent networks, (30) should be slightly modified as phi =
(1−∏k 6=i Pck). This simple modification can be used in any
of the equations below if needed. Given that a specific operator
is blocked at the arrival of a call, the conditional probability
that at least one other operator will not be blocked and can
accommodate the call is given by (30). The average probability
that this will happen in the network is Ph = (λ/c)Pcph =

(λ/c)Pc(1− PK−1
c ). This is the probability that simultane-

ously three events occur: 1) a specific network is blocked; 2) a
call arrives in that network and; 3) at least one of the remaining
networks can help to accommodate the call. The overall system
helping probability is the probability that this happens to any
of the K operators, PH = (λ/c)pH = (λ/c)PcK(1− PK−1

c )
where pH = PcK(1− PK−1

c ).
Similarly, one can find the probability of providing the sys-

tem help for an overflow of B calls in a specific network. We
answer this question within a more general problem defined
as: what is the probability that K2 operators can accommodate
overall traffic overflow of B calls/sessions of the remaining
K1 operators where K = K1 +K2? To answer this question,
we may use the aggregate model for K2 operators which can
be represented as A(K2c,K2λ, µ) for voice and find Pn(K2)
where n is the aggregate system state for K2 operators. Then,
the probability that B sessions of the remaining K1 operators
will be accommodated by K2 operators is

P (K1, B,K2) = P (n < K2c−B) =
K2c−B∑
n=0

Pn(K2). (31)

The system utilization for individual A(c, λ, µ) operation
in K-operator network is u1 =

(
K
∑c
n=1 np1(n)

)
/Kc =

(1/c)
∑c
n=1 np1(n) where p1(n) is the steady state distri-

bution function for a A(c, λ, µ) system. For K aggregated
networks modeled as A(Kc,Kλ, µ), the same parameter is
defined as uK = (1/Kc)

∑Kc
n=1 npK(n), where pK(n) is the

steady state distribution function for a A(Kc,Kλ, µ) system.
It is intuitively clear that a high utilization will be obtained
for high arrival rates when the probability that the arrival will
find the system full (no free channel to be allocated) is high
as well. This probability is defined as u1f =

∑∞
n=c+1 p1(n)

for M/M/c system and u1f = p1(c) for M/M/c/c with
p1(c) = (rc/c!)/(

∑c
n=0 (rn/n!)) and r = λ/µ. Then, the

new performance measure is defined as u′1 = u1(1− u1f ).
Similarly, for the K aggregated model we have uKf =∑∞
n=Kc pK(n) for M/M/c and uKf = pK(c) for M/M/c/c

with pK(c) = (rKc/(Kc)!)/(
∑Kc
n=0 (rn/n!)) and r = λ/µ.

The utility is now

u
′

K = uK(1− uKf ). (32)

The system optimization may be performed by making
compromise between the utilization and call dropping or
storing the message into the queue by defining the utility (for
both systems) as U(β) = u− βuf and controlling λ, c or K
in the system as λ(β) = maxλU(β), c(β) = maxcU(β) and
K(β) = maxKU(β), respectively.

C. Capacity reduction in cognitive networks

In Section III-C, we introduced parameter 1−α referred to
as the probability of channel corruption suggesting that the ef-
fective available capacity (number of non-corrupted channels)
equals αc. In this section, we further elaborate this concept
and define the effective available capacity for the P and S
operators as αPc and αS(c− n), respectively. The channel of
P operator will be corrupted if the S operator does not detect
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Fig. 11. System model with pricing a)BL, b)MBL

Pr(n) =
c−n∑
k=0

k
c−npk(t = 1/µ) +

∞∑
k=c−n+1

pk(t = 1/µ) = 1 +

(
c−n∑
k=0

(λ/µ)k

k!

(
k
c−n − 1

)
e−λ/µ

)
. (33)

Pr(n) =
c−2c0−n∑
k=0

k
c−2c0−npk(t = 1/µ) +

∞∑
k=c−2c0−n+1

pk(t = 1/µ) = 1 + e−λ/µ
c−2c0−n∑
k=0

(λ/µ)k

k!

(
k

c−2c0−n − 1
)
. (34)

the presence of PU in the channel. This will be characterized
by Pnd resulting in αP = 1 − Pnd. On the other hand, SU
will not be able to use one of the remaining c − n channels
either because the free channel has not been detected (with
probability Pfa) or due to return of the PU (with probability
Pr). This results in αs = 1 − (1 − Pfa)(1 − Pr) where Pr
is the probability that P operator will allocate the channel
used by SU. We will approximate this result by assuming
that the average service time of the SU is 1/µ so that, the
probability of having k new PUs arriving within that time is
pk(t = 1/µ) =

(
(λt)k/k!

)
e−λt =

(
(λ/µ)k/k!

)
e−λ/µ.

The probability that a specific channel among cn channels
is allocated to one of the k new arrivals is k/(c− n). So, the
average corruption probability due to the PU return will be
(33).

For any value of µ, this result should be further averaged
with respect to the distribution of this parameter. The spectra
sensing quality which is characterized by Pfa and Pnd de-
pends on the methods used for those purposes. This problem
has been extensively covered in the literature and for this
reason will be omitted here. Moreover, in partial cognitive
networks model (PC model) as described in Section III-D,
there will be c − 2c0 channels for cognitive users and (33)
becomes (34).

As a performance measure, we define effective capacity gain
in cognitive networks as gc = αs(c − n̄) − (1 − αp)c or the
relative effective capacity gain as gcr = gc/c = αs(1− n̄/c)−
(1− αp) where n̄ is the average number of channels used by
P operator. The first term is the effective number of channels

available for the secondary user and the second term represents
the loses for the P operator.

D. Joint state probability density function for BL and MBL
system with pricing

For voice traffic, BL and MBL system models with pricing
are presented in Figs. 11a and 11b, respectively. The arrival
rates for each system are modified in accordance with (6)
and (10), respectively. For the state of the system denoted
as (n1, n2), the state transition probabilities p(n1, n2;n′1, n

′
2)

can be obtained from Figs. 11a and 11b, and the system
can be solved for the vector of steady state probabilities
Pn1n2 = [Pn1n2 ].

E. Unified evaluation of the business portfolio: Spectra uti-
lization

The performance measures discussed so far are business
model specific and focus on the characteristic features of each
individual model. For the unified evaluation of the overall
business portfolio and performance comparison we need a
common framework for all eight business plans. For that
purposes, we use the spectra utilization factor u defined as
the ratio of the average number of occupied (used) channels
and the overall available number of channels.

In the case of the two operators operating independently
(non-cooperative mode) and each having c channels available,
this coefficient is defined as

u =

{
(n̄1 + n̄2)/2c, n̄1, n̄2 < c,

1, otherwise,
(35)
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where n̄1 and n̄2 are the average number of channels used by
operator 1 and 2, respectively.

In the cooperative A-model, we can defined the channel
utilization as

uA = (n̄1 +
∑

b
bP (b))/c, (36)

where probability P (b) is discussed in Section IV-B1 for both
data and voice traffic. In this case, the utilization is improved
by using occasionally the traffic overflow from another user.

For the MBL model, we have

uMBL =


∑
n1,n2

(n1 + n2)Pn1n2
/2c, n̄1 + n̄2 < 2c

1, otherwise,
(37)

where probability Pn1n2
is discussed in Section IV-B3 for both

data and voice traffic.
For the cognitive network, this coefficient is defined as

uc =

{
(αp(ns)np + αs(np)ns)/c, n̄p + n̄s < c,

1, otherwise,
(38)

where n̄s and n̄p are the average number of active secondary
and primary users, respectively. The long over bar in (38)
represents the average over ns and np of the overall expres-
sion. The utilization of the channel is now expected to be
higher since the secondary operator can use the spectra when
available. This improvement is modified by mutual impact of
the users belonging to two different operators, quantified by
parameters αp and αs.

In the case of PC model, the utility becomes

upc =


1
c

(
c0
c n̄p + αp(ns)np(1− 2c0

c )
)

+ 1
c

(
c0
c n̄s + αs(np)ns(1− 2c0

c )
), n̄p + n̄s < c,

1, otherwise.
(39)

For mutually cognitive model, we have

uMC =


c∑

n1=1

2c∑
n2=c

(
αp(n2)n1

+ αs(n1)n2

)Pn1n2

c

, n̄p + n̄s < c,

1, otherwise.

(40)

For the model with mutual BL with pricing, the utility is
given again by (37) with the modification of the joint state
probability function as

uMBL(pricing) =


∑
n1,n2

(n1+n2)
2c Pn1n2(pricing), n̄p + n̄s < c,

1, otherwise.
(41)

where Pn1n2(pricing) is obtained the same way as in Sec-
tion IV-B3 with the only difference that the arrival rates for
BL and MBL are modified in accordance with (6) and (10)
respectively. Finally, for the heterogeneous network model the
spectra utilization is obtained as

uW/CW =


c∑

n1=1

2c∑
n2=c

(n1+ξn2)
c Pn1n2

, n1 < c < n2,

1, otherwise,
(42)

where n1 is the number of users in W network and n2 is the
same parameter in C network. Since the offloading is only
from C to W network only improvement of the utility in W
network can be expected. For the CWC case, we have

uW/CWC =


c∑

n1=1

2c∑
n2=c

(n1+ξn2)
c Pn1n2

, n1 < c < n2,

1, otherwise,

uC/CWC =


∑
n1

∑
n2

(n1+n2)
c Pn1n2 , n2 ≤ c ≤ n1 ≤ 2c,

1, otherwise.
(43)

V. NUMERICAL RESULTS

A. Capacity aggregation – A model

The conditional probability of benefiting, Pb, defined by
(22) for data traffic in A mode is shown in Fig. 12. One
can see that for large misbalance of the traffic in the two
operators bands, quantified by the ratio of the normalized
arrival rates ρ2/ρ1, this probability can approach to value one.
As a reminder, λ1/µeq = r1, λ2/µeq = r2, r1/2c = ρ1 and
r2/2c = ρ2. Pb is defined as the probability that n2 > c under
the condition that n1 < c. For low misbalance, the traffic of the
two operators is similar so, given that n1 < c, the probability
that simultaneously n2 > c, is low. It can be also observed
from Fig. 12 that Pb is high only when the traffic in the two
bands is highly misbalanced (high value of ρ2/ρ1). From the
same figure, one can see that for low misbalance, Pb is higher
if the capacity per user, c, is lower. This could be expected
since for small c, much lower traffic misbalance can result into
the event where we have simultaneously n1 < c and n2 > c.

The same parameter for voice traffic, given by (19), is
presented in Fig. 13. In general, the conditional probability
of benefiting in this case is slightly lower for the same values
of ρ2/ρ1 since for voice applications there is no possibility
to keep the messages in the queue and benefit from the fact
that a channel may be released while another message is
waiting in the queue. In Fig. 13, we have an extra curve for
significantly higher value of c (c = 50) which enables us an
additional insight into the system behavior. For low value of
ρ1 (ρ1 = 0.1), higher misbalance is needed to achieve the
condition where we have simultaneously n1 < c and n2 > c,
and Pb > 0.

B. Helping Probabilities in BL system

The helping probabilities in BL system defined by (29) are
shown in Fig. 14 versus the number of borrowed channels,
b. To simplify the presentation the results are presented for
the case of common r = 2cλ/µ for both operators and
c = 20. One can see that for this set of parameters the
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helping probability can reach the value 0.2. This value might
be significantly higher for misbalanced traffic densities in the
two bands. The higher r the sooner the help is needed from
the borrowed channels to accommodate the traffic spill over.
The figure also includes the comparison of the analytical and
simulation results obtained by Monte Carlo simulation (S).

In the case of K operators, in Fig. 15 we present the
probability of helping an operator ph given that he needs
such help (30). One can see that in general for larger K such
probability is higher. This should be expected since for larger
K the probability that at least one operator will have a free
channel is higher. The helping probability is also higher if the
traffic in other networks is of lower intensity (lower ρ). In Fig.
16, we show the probability that a certain number of networks
(K1) with overall need of B channels can get the help from
the remaining K2 networks as in (31). The results are obtained
for r = K2λ/µ, µ = 1, c = 20, r = 1 and r = 10. The system
utility, defined as in (32), is presented in Fig. 17.

C. Cognitive systems

The channel corruption probability in cognitive mode given
by (33) is shown in Fig. 18 versus the number of channels
occupied by PU, n. The results suggest that significant amount
of capacity will be lost in networks with high traffic dynamics.
As expected, the probability is higher for higher normalized
arrival rates r of primary users. Similar effect has been
confirmed in both, partially cognitive and mutually cognitive
networks, but due to the limited space these results are omitted.

The system queue length Lq and waiting time CDF W (t) for
C and A models are shown in Fig. 19 and Fig. 20, respectively
quantifying the delays for different values of the system
parameters. Figure 19 demonstrates that the queue length in
A mode is significantly shorter than in the conventional C
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Fig. 21. Pn1n2 for BL system with pricing, λ1 = 5, λ2 = 8, µ = 1 and
c = 10

mode for non-collaborative operation. Hence, in Fig. 20 we
show CDF of the delay only for A mode. The improved
performance is result of the opportunity for an operator to
empty its buffer by using occasionally (when available) idle
channels of another operator.

D. BL and MBL systems with pricing

The analysis of BL and MBL system operation is identical
as before with the appropriate modification of the arrival rates
as given by (11) and (14). Figures 21 and 22 represent the
steady state probability density function for the BL system
with pricing for voice traffic. One can see that for the system
with pricing Pn1n2 will be lower in the range n2 > c = 10
than for the system without pricing. In other words, system
two will be discouraged to use additional available capacity
since it has to pay for it.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TWC.2015.2457430

Copyright (c) 2015 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



n

0 5 10 15

P
r(n

)

0

0.2

0.4

0.6

0.8

1

r =  2

r =  6

r = 10

r = 14

r = 18

Fig. 18. Pr(n) in cognitive mode for c = 20

ρ (A model)  & ρ
2
 (C model)

0.6 0.65 0.7 0.75 0.8 0.85 0.9

L
q

0

2

4

6

8

10

12

14

16

18

20

2C = 10  (A model)

C = 5 , ρ
1
 = 0.9  (C model)

2C = 20  (A model)

C = 10, ρ
1
 = 0.9  (C model)

Fig. 19. Lq in A and C model

t

0 5 10 15 20 25 30 35 40

W
(t

)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

ρ = 0.1 , λ = 2

ρ = 0.1 , λ = 10

ρ = 0.4 , λ = 2

ρ = 0.4 , λ = 10

ρ = 0.7 , λ = 2

ρ = 0.7 , λ = 10

Fig. 20. Waiting time CDF for c = 10 in A
model

n
2

0 5 10 15 20

P
n

1
, 
n

2

0

0.005

0.01

0.015

0.02

0.025

0.03

n1 = 0 With Pricing

n1 = 0 Without Pricing

n1 = 2 With Pricing

n1 = 2 Without Pricing

n1 = 6 With Pricing

n1 = 6 Without Pricing

Fig. 22. 2D Pn1n2 for BL system with pricing

For clarity of presentation, in Fig. 22 we present two
dimensional cuts of Fig. 21 for three different values of n1

and the same values of the other parameters as in Fig. 21.

E. Spectra Utilization Factor

Spectra utilization factors, characterized by (35) - (43) for
the different business models are presented in Fig. 23 versus ρ.
In all examples one can see that the individual management
of the spectra is inferior compared to the joint (aggregated)
spectra management. This applies for both data and voice
applications. One should also notice that A model performs
the best. In Fig. 24, the comparison between analytical and
simulation results is presented for a number of examples
when ρ1 = 0.1. In Fig. 25, additional details are presented
to demonstrate dependency of spectra utilization factor in
cognitive networks with respect to parameter αp which charac-
terizes the quality of channel sampling algorithms used in the
system as discussed in Section IV-C. The results presented
in Fig. 25 show that even with perfect channel sensing the
cognitive system is inferior compared with the joint spectra
management. The performance further deteriorates when αp
is reduced. One should keep in mind that in wireless networks
with high traffic dynamics keeping αp close to one might
require a significant effort.

F. Comments on Implementation

All spectrum aggregate models can be implemented by
joint management of the spectra by multiple operators. By
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establishing a joint channel access control (JCAC) to the
aggregate spectrum (overall pool of channels), the users from
all operators would be served on FIFO principle. All types of
terminals used in conventional networks can operate in this
mode as long as they can operate in the entire aggregate spec-
tra. All B/L schemes can be organized on the same principle
with extra administration (keeping track) who is borrowing
channels to whom. If the joint CAC is not established the
B/L request will be exchanged on demand, when there is
such a need, which can cause unnecessary delays in channel
access decision. All cognitive options can be established by
using primary/secondary user concept. In this case, secondary
users must sample the channels which requires special type
of terminals capable to monitor the spectrum and operate in
very wide bandwidth. To make this technology available to
all type of legacy terminals, the concept of secondary service
providers (SSP) [25] can be used. The basic idea is to delegate
the channel monitoring function to the network. The same
principle applies to partial cognitive networks as well.

VI. CONCLUSIONS

In this paper, we have presented a unified modeling of eight
different business plans for joint spectra management in multi-
operator wireless networks. Each plan is different with respect
to terms and conditions of the mutual contract between the
operators. A meaningful advantage in such systems can be
expected when there is a misbalance in the traffic densities in
the two bands. The contribution of this paper is in the analysis
that quantifies these benefits. Depending on the amount of the
traffic misbalance, the conditional probability of benefiting can
be close to one which means that it is almost certain that such
benefit will be materialized. Both voice and data traffic are
analyzed. Besides the system benefiting probability, a number
of other parameters are defined to quantify these advantages
including the probability that specifies the number of channels
that can be harvested in other band. The Borrowing/Lending
(BL mode) is also modeled and helping probability is used to
quantify the system performance. In aggregate (A) mode, the
overflow in one band can be served in another band under the
condition that there is simultaneous underflow in that band.
In BL mode, a certain number of channels are borrowed in
advance to serve such overflows for certain, but this can cause
losses in another band if there is no simultaneous underflow
in such band. All these cases are modeled precisely and
quantified by their probabilities of occurrences.

The family of solutions including, conventional cognitive,
partially cognitive and mutually cognitive systems is charac-
terized by the channel corruption probability and equivalent
losses in the spectra. The mutual traffic offload mechanisms
in heterogeneous networks are modeled by defining the equiv-
alent available spectra for the two operators related to the
relative coverage of each network.

The spectra utilization factor for all business plans in the
business portfolio is significantly higher compared with the
performance of the “individual spectra management option”
which represents the conventional technique used so far.

The results presented in this paper suggest two major
guidelines for organizing the business and regulations in the

field of spectrum management: 1) There are still examples
where large operators, owing larger portions of the spec-
trum, demonstrate a certain reluctance to accept joint spectra
management principles in order to monopolize the business.
In such cases, smaller operators may consider to form the
business alliances, use the options from the proposed busi-
ness portfolio and jointly compete with large operators more
efficiently; 2) Spectrum control regulators may in the future
favor joint spectra management rather than cognitive networks
as it provides better performance and operates with all type of
existing terminal technologies.
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