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Abstract—To deal with the rapid growth of mobile data traffic
and the user interest shift from peer-to-peer communications to
content dissemination based services such as video streaming,
information-centric networking (ICN) has emerged as a promis-
ing architecture and has been increasingly used for wireless and
mobile networks. In this paper, we focus on video dissemination
in information-centric cognitive radio networks (IC-CRNs) and
investigate the use of harvested bands for proactively caching
video contents at the locations close to the interested users to im-
prove the performance of video distribution. With consideration
of the dynamic and unobservable nature of some parameters, we
formulate the allocation of harvested bands as a Markov decision
process with hidden and dynamic parameters, and transform
it into a partially observable Markov decision process and a
multi-armed bandit formulation. Based on them, we develop
a new spectrum management mechanism which maximizes the
benefit of proactive video caching as well as the efficiency of
spectrum utilization in the IC-CRNs. Extensive simulation results
demonstrate the significant performance improvement of the
proposed scheme for video streaming.

Index Terms—Video streaming, information-centric network,
spectrum management, cognitive radio.

I. INTRODUCTION

THE current Internet architecture has served as a global

information infrastructure for several decades, which was

primarily designed for meeting the communication demands

between pairs of static hosts. However, it cannot accommodate

the recent rapid growth of network traffic and the user interest

shift from peer-to-peer communications to content dissemina-

tion based services, such as video streaming services where the

users care about video contents themselves and are oblivious

to the locations where the desired video resides. In this

context, information-centric networking (ICN) has emerged

as a promising candidate for the future Internet. ICN takes a

novel information-centric communication model, where data

is named, addressed and matched regardless of its location

[1–4]. Each time a user intends to access a content item,
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it expresses its interest to the network. Then, the network

will locate the best source of the desired content based on

its name and deliver the content to the user. The ICN also

favors the use of in-network caching [5, 6], which allows

network devices to temporarily store the popular contents for

users’ future demand, to facilitate data access and retrieval.

Therefore, content delivery delay can be further reduced and

scalable content distribution can be efficiently achieved.
In recent years, with the popularity of mobile devices

and various content dissemination based mobile services, the

information-centric technologies have also been increasingly

used in wireless networks [7]. In order to support the booming

increase of wireless and mobile data traffic, especially the de-

mand of video streaming from mobile devices such as tablets,

smart phones, video game stations and augmented reality (AR)

devices, traditional wireless networks inevitably face severe

spectrum resource shortage. To address this problem, cognitive

radio (CR) has been proposed to enable dynamic spectrum

access from the unlicensed users, which have been recognized

as an efficient method to improving the spectrum utilization

and has attracted extensive attention from both academia and

industries [8].
In this paper, we focus on video streaming in information-

centric cognitive radio networks (IC-CRNs) with consideration

of proactive video caching. Since it serves the future demand

of users on video distribution, the traffic of proactive video

caching is delay-tolerant in nature. Therefore, we can use

the uncertain harvested bands in the CR networks (CRNs)

to efficiently support the transmission of video contents for

proactive caching, and save the reliable licensed bands for the

real-time video streaming traffic, which could further increase

spectrum efficiency in the IC-CRNs. In view of that, we

propose a new spectrum management mechanism for IC-CRNs

to dynamically allocate the harvested bands for proactive

caching and optimize the performance of video distribution.

In this mechanism, the proactive caching data with higher

expected video quality improvement has the priority to utilize

the harvested bands, and peak signal-to-noise ratio (PSNR) is

adopted as the video quality criterion to calculate the expected

video quality improvement. Even though some research efforts

have been devoted to proactive caching and video streaming in

ICNs [9–18], none of them concentrate on the use of harvested

spectrum for proactive video caching in IC-CRNs. The main

contributions of this paper are summarized as follows.

• We propose to use the uncertain low-cost harvested bands

to transmit the delay-tolerant traffic for proactive video

caching in IC-CRNs, which can improve the quality of

video streaming services for mobile users as well as the
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spectrum utilization of the networks.

• Considering the dynamic and unobservable nature of

some parameters in practice, we study the harvested

spectrum allocation for video dissemination in IC-CRNs

and formulate it as a Markov decision process with

hidden and dynamic parameters,

• We reformulate the problem into a partially observable

Markov decision process (POMDP) and a multi-armed

bandit (MAB) problem, and design a new spectrum man-

agement mechanism to efficiently allocate the harvested

bands and optimize the performance of proactive caching.

• We conduct extensive simulations and show the signifi-

cant performance improvement of the proposed spectrum

management scheme for video distribution over the ex-

isting methods.

The rest of this paper is organized as follows. The related

work is presented in Section II. In Section III, we introduce

the network architecture with proactive video caching. The

system model is presented in Section IV and the spectrum

management problem is formulated as an Markov decision

process with hidden and dynamic parameters (HDP-MDP)

in Section V. We solve the problem by POMDP and MAB

reformulation in Section VI. Then, the process to allocate the

bands and the complexity of solving the problem are discussed

in Section VII. Extensive simulation results are presented and

discussed in Section VIII and the conclusions are drawn in

Section IX.

II. RELATED WORK

In the literature, some research efforts have been devoted to

proactive caching. Zhao et al. study the caching placement

problem in multi-hop cognitive radio networks, aiming to

minimize the caching cost with consideration of the data

access delay [19]. Yu et al. propose an architecture to deploy

ICN in wireless ad hoc networks, called ICAN, and discuss

the push-based communications [9]. Considering the pushing

operation in ICNs, a proactive content pushing scheme is

proposed for content provider mobility support, which allows

proactively pushing contents that are expected to be requested

in the near future to proximity ICN routers [10]. Jung et al.

propose a data push technique by using Interest Push Table

(IPT) to support the push-based method required by some

applications in the networks [11]. The bootstrap operation of

a publish/subscribe information centric network is studied in

[12], with the discussion on the content publishing process. In

[13], a deployable and scalable information centric network

architecture (DSINA) is introduced to handle user-generated

content uploading and notification pushing.

To serve the future demand of users on video distribution,

the information-centric architecture is widely accepted as a

promising technique due to its capability of enabling efficient

data delivery with in-network caching. The Internet Research

Task Force (IRTF) started the Information-Centric Networking

Research Group (ICNRG) in 2012 and are currently working

on the adaptive video streaming over ICNs, among other

ICN-related research issues [20]. An adaptive retransmission

scheme is proposed in [14] to overcome video packet loss

in content-centric wireless networks. A timeout estimation

algorithm is also developed to adjust the timeout value. Han

et al. propose a framework of adaptive mobile video stream-

ing and sharing under the Named Data Networking (NDN)

architecture [15]. In [16], MPEG dynamic adaptive streaming

over HTTP (DASH) is implemented and evaluated in content-

centric networking (CCN). The performance of in-network

caching is analyzed in [17] based on the observation of rate

adaptation of video streaming and cache-server oscillation

in the ICN testbed. In [18], Tsilopoulos et al. compare the

video services in two different ICN architectures, i.e., CCN

and Publish-Subscribe Internetworking (PSI). In [21], the

architecture of named data networking for cognitive radio ad

hoc networks (NDN-CRAHNs) has been proposed, of which

the main idea is introducing the concept of NDN into cognitive

radio networks to maintain end-to-end quality-of-service. It

shows that cognitive radio networks and information-centric

networks could be jointly designed to form an effective future

network architecture. Different from [21] and other works

mentioned above, in our paper, ICN and CRNs are introduced

to the future Internet to improve the performance of video

streaming. Here, ICN is used to facilitate video access and

dissemination via in-network caching, and CRNs can harvest

additional spectrum resource to support the delay-tolerant

video caching traffic and improve spectrum utilization for

video streaming. Therefore, in our work, we consider both ICN

and CRNs, and design a new spectrum allocation mechanism

to maximize the benefit of video caching for video streaming

as well as optimize the video quality at end users.

III. INFORMATION-CENTRIC COGNITIVE RADIO

NETWORKS

In this section, we describe the network architecture as well

as the proactive video caching operations.

A. Network Architecture

We have proposed a new architecture for CRNs in [22–

24], which consists of a secondary service provider (SSP),

base stations, CR routers and mobile users. There are two

types of spectrum bands in the network: the basic bands,

which are reserved for the network, and the harvested bands,

which are harvested from the primary network. A collection of

CR routers are deployed in the network to facilitate wireless

access for mobile users. The CR routers also cooperatively

sense the primary network’s spectrum bands and report the

sensing results to the SSP. Based on the sensing results,

the SSP collectively harvests the vacant licensed spectrum

resources from the primary network, and allocates both the

basic bands and the harvested bands to the CR routers for

data transmission. In this paper, we introduce the information-

centric networking technology into this architecture, and the

resulted IC-CRN is shown in Fig. 1. The CR routers are

upgraded with embedded cache, which are called CCRs in the

rest of the paper, for temporarily storing the video contents

that users are interested in. The CCRs are also capable of

transmitting or receiving multiple packets simultaneously over

multiple bands, with each packet transmitted over each band.
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Fig. 1: IC-CRN architecture.

Moreover, we adopt the asynchronous packet transmission

mode to improve the spectrum utilization efficiency. Different

from the synchronous mode in which fixed-length time slots

are used as the unit for band allocation and data transmission,

the asynchronous mode allows the SSP to allocate a band to

a CCR whenever the band is available, and the CCR could

utilize the band immediately after the allocation.

B. Proactive Video Caching

In this work, we consider proactive video caching in the

IC-CRNs, where some popular video contents are cached at

the CCRs close to the interested users in order to reduce the

delivery latency for their future demand. In practice, due to

the fact that the caching capacity is always limited, a CCR

should replace the out-of-date content with new and popular

video segments, even if the segments are currently cached

at another CCR and no user is requesting it. For example,

compared to a video segment A that resides at CCR-1, another

segment B currently in CCR-2 could achieve higher expected

PSNR improvement if it is cached at CCR-1. Thus, B will be

proactively pushed from CCR-2 to CCR-1 to replace A. An

information-centric routing algorithm is adopted for proactive

video caching delivery in a distributed manner as in [25].

In IC-CRNs, the uncertain but low-cost harvested bands are

suitable to transmit the proactive caching video (CaV) traffic

due to its delay-tolerant nature. The regular video streaming

(ReV) traffic is delay-sensitive, and therefore, should mainly

reply on the basic bands of the IC-CRN to transmit1. In

case of low ReV traffic in both primary and IC-CRNs, e.g.,

during nighttime, a large number of harvested bands could be

efficiently utilized for proactive CaV data transmissions.

IV. SYSTEM MODEL

The network, service, video quality and in-network caching

models are presented in this section.

A. Network Model

We consider an IC-CRN with a collection of CCRs and

mobile users. Let Z denote the set of CCRs, and Z denote

1ReV traffic may also use harvested bands if the basic bands cannot satisfy
its requirement.

the size of Z, i.e., Z = |Z|. We use t to represent the time

instance, where t ≥ 0. Here, infinite time length is considered.

Let C denote the total number of spectrum bands that can be

harvested by the IC-CRN, and Ct denote the set of harvested

bands used for proactive caching at time t. The availability

of the harvested bands for proactive caching can be modeled

as a Poisson process, with the harvesting rate λH. Thus, the

probability density function of the inter-arrival time τH can be

represented as f(τH) = λHe
−λHτH . In practice, the values of

λH may change over time due to the traffic dynamics in both

the primary network and the IC-CRN. In this paper, we only

consider two time periods for simplicity, i.e., busy time and

idle time, and use λH,1 and λH,2 to denote the value of λH

during the busy time and idle time, respectively. However, our

work can be easily extended to the case with more levels of

λH.

The achievable video bit rate for a mobile user depends on

the rate of the bottleneck link along the transmission path of

the video. Let ωy denote the random bit rate of the link y, with

the cumulative distribution function FΩy (ωy). Assume ωy at

different links are independent. Then, the achievable bit rate

ωA(zS, zD) from the source CCR zS to the destination CCR zD

where the mobile user is directly connected can be represented

as

ωA(zS, zD) = min
y∈Y(zS,zD)

ωy, (1)

where Y(zS, zD) is the set of links along the path from zS to zD.

We set ωA(zD, zD) = ∞ to denote the case where the video is

streamed from the CCR directly connected to the user. Then,

if zS �= zD, the cumulative distribution function of ωA(zS, zD)
is represented as

FΩA(zS,zD)(ω) =
∑
y∈Y

⎧⎨
⎩FΩy (ω)

∏
y′∈Y,y′ �=y

[
1− FΩy′ (ω)

]⎫⎬
⎭.

(2)

B. Service Model

As mentioned above, we consider two types of traffic

in IC-CRNs: ReV traffic and CaV traffic, which carry the

data for regular video streaming and the data for proactive

video caching, respectively. Since delay-sensitive ReV packets

have higher priority than delay-tolerant CaV packets, all ReV

packets are placed ahead of all CaV packets in the transmission

queue of a CCR. Let ZReV(t) and ZCaV(t) denote the sets of

CCRs whose first packets to transmit are ReV and CaV packets

at time t, respectively. We also use Znull(t) to represent the

set of CCRs whose transmission queues are empty at time t.
Obviously, we have ZReV(t)∩ZCaV(t) = ZReV(t)∩Znull(t) =
Znull(t) ∩ ZCaV(t) = Φ, and ZReV(t) ∪ ZCaV(t) ∪ Znull(t) = Z.

Each CaV packet π contains a video segment dπ . Let zS(π)
and zD(π) denote the source and destination CCRs of π,

respectively. Let zC(π, t) be the CCRs at π is at time t.
Moreover, ξ(π) = |Y(zS(π), zD(π))| is used to represent the

number of hops from zS(π) to zD(π). The arrival of CaV

packets at a CCR z is modeled as a Poisson process, with the

CaV packet arriving rate λz .
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C. Video Quality Model

Rate control mechanisms are widely adopted in recent

advanced video coding algorithms such as H.264 and MPEG-

4, in which the intra-refreshing rate of macroblocks is used

to control the video encoder output bit rate and the error

resilience mechanism for error protection. Given a data rate

for a video streaming, a rate-distortion (R-D) model is studied

in [26, 27] for H.264/AVC video coding with rate control. Let

ωmax denote the source coding rate of the video. Then, the

video bit rate can be represented as

ω = min [ωmax, ωA(zS, zD)] . (3)

and the cumulative distribution function of ω is

FΩ(ω) =

{
FΩA

(ωA), if ω < ωmax,
1, otherwise.

(4)

We adopt the video PSNR to evaluate the video quality. Let

ρ(ω) denote the PSNR when the video streaming bit rate is

ω. In this paper, we consider the average PSNR ρ̄(ω), which

can be calculated as follows:

ρ̄(ω) =

∫ ∞

0

ρ(ω)dFΩ(ω). (5)

According to Eqn. (3), when ωmax is determined, the video bit

rate ω only depends on the source CCR zS and the destination

CCR zD. Therefore, we use ρ̄(zS, zD) instead of ρ̄(ω) in the

rest of the paper.

D. In-Network Caching Model

In information-centric networks, the hit ratio is a common

criterion for in-network cache management [28]. Here, the hit

ratio is defined as the ratio between the number of cache hits

and the total requests observed over a period of time. Higher

hit ratio indicates more user requested video contents can be

delivered from the nearby CCRs, so that better video quality

could be achieved.

The hit ratio of a cached video segment depends on user

interests and the distribution of users in the network. A user

would benefit from in-network caching more significantly

if the video be interested are cached at the CCR directly

connected to it. Thus, we only consider hits of a cached

video segment from directly-connected users for simplicity,

and denote b(z, dπ, t) as the expected hit ratio of a video

segment dπ at time t by the users directly connected to CCR

z.

During the delivery of a CaV packet π from zS(π) to zD(π),
the video segment dπ may be cached at zD(π) via regular video

transmissions. In this case, proactive caching for dπ will not

contribute to the PSNR improvement. Thus, π will be removed

from the transmission queue.

V. PROBLEM FORMULATION

In this section, the spectrum management problem is formu-

lated as a Markov decision process with hidden and dynamic

parameters.

A. System State Space

The state of the whole system is a combination of the

substates of all CCRs. To characterize the benefit provided

by proactive caching of the video contents at the CCRs close

to the users, we define the expected reward β̃(z, t) in Eqn.

(6) as the expected PSNR improvement by transmitting the

first CaV packet π in the transmission queue at z to the

next hop if π can be successfully delivered to zD(π). Here,

d∗(zD(π), t) is the video segment with the lowest expected

video quality improvement among all segments cached at

zD(π) at t, and zS(d
∗(zD(π), t)) is the original server that

publishes d∗(zD(π), t). Note that given the CCR z and the

time t, the first CaV packet π is known. Consequently, we

use β̃(z, t) in Eqn. (6) to indicate that the expected PSNR

improvement depends on z and t only. The first part in the

brace in Eqn. (6) denotes the expected PSNR improvement

by caching dπ at zD(π), and the second part represents

the expected PSNR improvement by caching the segment

d∗(zD(π)) which will be replaced by dπ . Besides, let d0 denote

a virtual segment which does not actually exist, to represent

the case that the video segment caching space is vacant. Thus,

b(zD(π), y, d
∗(zD(π), t), t) = 0 should be adopted due to the

fact that the hit ratio of a vacant caching space is zero. In this

case, the destination CCR has available caching space for the

new segment dπ , and no existing cached segment has to be

replaced by dπ .

If π arrives at the destination zD(π) successfully, ξ(π)β̃(z, t)
can be obtained, indicating the expected PSNR improvement

to replace d∗(zD) by dπ . However, if π fails to arrive at zD(π)
because dπ has been cached at zD(π) before π arrives at zD(π),
the reward for delivering π should be zero. We define the

cached-in-destination indicator δ(π, t) as

δ(π, t) =

{
1, if π is cached in zD(π) at t,
0, otherwise.

(7)

The probability that δ(π, t) transits from 0 to 1 in one hop

is denoted as P ′
δ . Then, considering both the cases that π is

successful delivered and π is discarded during delivery, the

expected PSNR improvement by transmitting the first CaV

packet π in the transmission queue at z to the next hop can be

represented as β̃′(z, t) = (1− P ′
δ)

ξ′(π)
β̃(z, t), where ξ′(π) is

the number of hops for which π still needs to be delivered to

its destination zD(π) after z.

We use discrete reward β(z, t) instead of the continuous

β̃′(z, t). Let Sβ−1 denote the number of levels of β(z, t), and

εm, 1 ≤ m ≤ Sβ − 1, denote the boundary values between

two adjacent levels. Then,

β(z, t) =

⎧⎨
⎩

β̇0, if β̃(z, t) < ε1,

β̇m, if εm ≤ β̃(z, t) < εm+1,

β̇Sβ−1, if β̃(z, t) ≥ εSβ−1,

(8)

where β̇m, 0 ≤ m ≤ Sβ − 1, are the realizations of β(z, t).
Obviously, β̇m < β̇m′ if m < m′. Let ε1 = 0, so that β(z, t) =
β̇0 happens only when no CaV packet is in the queue.

The system state can be denoted as s(t) = [β(z, t)]z∈Z
.

Let S be the state space of s(t). Then, S = Sβ × · · · × Sβ︸ ︷︷ ︸
Z

,
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β̃(z, t) =
1

ξ(π)
{b(zD(π), dπ, t) [ρ̄(zD(π), zD(π))− ρ̄(zS(π), zD(π))]

−b(zD(π), y, d
∗(zD(π), t), t) [ρ̄(zD(π), zD(π))− ρ̄(zS(d

∗(zD(π), t)), zD(π))]} . (6)

where Sβ is the state space of β(z, t). The size of S can be

represented as |S| = |Sβ |Z = Sβ
Z .

B. Actions and Policies

Whenever the IC-CRN harvests a new available spectrum

band, the band allocation decision is made by the SSP ac-

cording to the current system state s(t). Let a(t) represent the

decision made at t, and A represent the set of all available

actions. At each time instance t, only one band is allocated to

one of the CCRs2. Then, a(t) can be represented as a(t) = z
if the new harvested band is allocated to z at t.

We define the action of z as

az =

{
0, if a(tk) �= z,
1, if a(tk) = z.

(9)

Let tk represent the kth decision time instance. Actions

a(tk) executed at all decision time instances tk form a policy

l for the system, i.e., l = {a(t0), a(t1), . . . , a(tk), . . . }. Let L

denote the set of all available policies. An optimal policy l∗ is

the policy that achieves the maximum system reward, which

will be discussed in Section V-D.

C. State Transitions

We first define κ(z, t) as the no-CaV-packet indicator.

κ(z, t) ={
1, if no CaV packet is in z’s transmission queue at t,
0, otherwise.

(10)

To derive the system state transition probability, we define

the following probabilities.

PV(v, λH, λz): The average probability that v CaV packets

arrive during two adjacent decision time instances.

Pδ: The probability that δ(π, tk) = 0 transits to

δ(π, tk+1) = 1 between two decision time instances, i.e.,

Pδ = P (δ(π, tk+1) = 1|δ(π, tk) = 0).
Pκ(z): The probability that no CaV Packet is in the queue

at tk and a CaV packet arrives for transmission during tk <
t < tk+1, i.e., Pκ(z) = P (κ(z, tk+1) = 0|κ(z, tk) = 1).

Pβ̇z,j
: The probability that the next packet is in the state

β̇z,j , for β̇z,j ∈ Sβ .

P ∗
β̇z,j

: The probability that β(z, t) = β̇z,j among

β̇z,j ∈ Sβ , β̇z,j �= β̇0. Thus, we have P ∗
β̇z,j

=

Pβ̇z,j
/
∑

β̇z,j∈Sβ ,β̇z,j �=β̇0
Pβ̇z,j

, for β̇z,j �= β̇0.

P 0
z (i, j): The one-step transition probability of β(z, t) from

β̇z,i to β̇z,j under action a(tk) �= z.

P 1
z (i, j): The one-step transition probability of β(z, t) from

β̇z,i to β̇z,j under action a(tk) = z.

2If multiple harvested bands are available simultaneously, they will be
allocated one-by-one, at different time instances.

P a
s (i, j): The one-step transition probability of s(t) from ṡi

to ṡj under action a(tk) = ȧi.
Then, we can have the following lemmas.

Lemma 1. Pκ(z) = 1− λH
λz+λH

.

Proof. Available in Section 1 in our proofs of the lemmas and

theorems [29].

Lemma 2. The random process β(z, t) is a Markov decision
process, of which the one-step transition probability is

P 0
z (i, j) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1− Pκ(z), if β̇z,j = β̇z,i = β̇0,

Pκ(z)P
∗
β̇z,j

, if β̇z,j �= β̇z,i, β̇z,i = β̇0,

1− Pδ + PδPβ̇z,i
, if β̇z,j = β̇z,i �= β̇0,

PδPβ̇z,j
, if β̇z,j �= β̇z,i, β̇z,i �= β̇0,

(11)

and

P 1
z (i, j) =

⎧⎪⎨
⎪⎩

1− Pκ(z), if β̇z,j = β̇z,i = β̇0,

Pκ(z)P
∗
β̇z,j

, if β̇z,j �= β̇z,i, β̇z,i = β̇0,

Pβ̇z,j
, if β̇z,i �= β̇0.

(12)

Proof. Available in Section 2 in our proofs of the lemmas and

theorems [29].

Furthermore, the transition probability of s(t) can be de-

rived as shown in the following theorem.

Theorem 1. The random process s(t) is a Markov deci-
sion process, of which the one-step transition probability is
P a
s (i, j) =

∏
z∈Z

P az
z (i, j).

Proof. Available in Section 3 in our proofs of the lemmas and

theorems [29].

We use Pa = [P a
s (i, j)] to represent the one-step transition

probability matrix of the system state s(t) under action a(t).
In the one-step transition probabilities derived above, λz is a

constant that can be estimated by observing the CaV packet

arriving at z. However, it is non-trivial to derive or observe

the probabilities Pδ and P∗
β̇z,j

. Moreover, λH may change over

time, due to the dynamics of the traffic load in both the primary

network and the IC-CRN.

D. Objective and Reward
Proactive video caching aims to maximize the expected

video PSNR at the mobile users. Therefore, β(z, tk) is ob-

tained as the reward if a band is allocated to the CCR z, and

no reward is obtained if no band is allocated to z. That is,

Rz(tk) =

{
β(z, tk), if a(t) = z,
0, otherwise.

(13)

The total immediate reward at tk can be represented

as R(tk) =
∑

z∈Z
Rz(tk), and our optimization prob-

lem can be represented as l∗ = argmax
l∈L

Rave, where
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Rave is the average long-term total reward, Rave =
limK→∞ 1

K

∑K
k=1 γ

K−kR(tk). Here, γ is the discount factor,

0 < γ < 1, and K is the number of decision time instances

considered.

VI. SOLVING THE HDP-MDP PROBLEM

In the previous section, the spectrum management problem

is formulated as a Markov decision process (MDP). However,

existing algorithms of MDPs cannot be directly applied to

solve it because of the dynamic parameter λH and the unknown

parameters Pδ and P∗
β̇z,j

. To address this problem, we refor-

mulate it as an augmented POMDP. Furthermore, an MAB

formulation is introduced to reduce computational complexity

of this problem.

A. Hidden Markov Decision Process Reformulation
Different values of λH, i.e., λH,1 and λH,2, are considered

as different modes in this problem. These modes have distinct

environment dynamics and require different control policies

[30]. We need to learn its actual value while making the

optimal spectrum allocation decisions. Suppose the expected

durations of busy time and idle time are τ̄1 and τ̄2, respectively.

Then, the mode transition probability matrix is represented as

PH =

[
PH(1, 1) PH(1, 2)
PH(2, 1) PH(2, 2)

]
, (14)

where

PH(1, 1) = 1− 1

λH,1τ̄1
, PH(1, 2) =

1

λH,1τ̄1
,

PH(2, 1) =
1

λH,2τ̄2
, PH(2, 2) = 1− 1

λH,2τ̄2
. (15)

The hidden-mode MDP formulated in Section V can then

be converted into a POMDP by the transformations in [30].

We use the tuple 〈S′,A′,P′, R′,O′,Q′〉 to denote the state

space, action space, state transition probability matrix, reward

function, observation space and observation probability matrix

of the resulting POMDP. Let the mode space of λH be H. Then,

S
′, A′, P′, R′, O′ and Q′ can be derived based on S, A, P,

R and H as follows.

S
′ = S×H,

A
′ = A,

P′ = [P ′a
s (i, j)] =

[
PH(1, 1)P

a PH(1, 2)P
a

PH(2, 1)P
a PH(2, 2)P

a

]
,

R′ = R,

O
′ = S,

Q′ = [P(o(t) = ȯj |s(t) = ṡi)] =

[
IS
IS

]
, (16)

where Pa is the state transition probability matrix whose el-

ements are P a
s (i, j), P(o(t) = ȯj |s(t) = ṡi) is the probability

that the realization of the state is ṡi with the observation ȯj ,

and IS is an identity matrix of size S = |S|.

B. Augmented POMDP Reformulation
To deal with the unknown parameters Pδ and P∗

β̇z,j
,

we further reformulate the HDP-MDP problem as an

augmented POMDP, which is represented as a tuple

〈S′′,A′′,P′′, R′′,O′′,Q′′〉. Here, the action space A
′′, reward

R′′, observation space O
′′ and observation probability matrix

Q′′ remain unchanged, i.e., A′′ = A
′, R′′ = R′, O′′ = O

′,
and Q′′ = Q′.

To compute the state space, we need to use the similar

method as in Eqn. (8) to obtain the discrete forms of Pδ and

P ∗
β̇z,j

, which are denoted as P̂δ and P̂ ∗
β̇z,j

, respectively. Their

value spaces are Wδ and W
∗
β̇z,j

, with the sizes |Wδ| = Wδ and∣∣∣W∗
β̇z,j

∣∣∣ = W ∗
β̇z,j

, respectively. Then, the unknown parameter

space W = Wδ ×
(
W

∗
β̇z,j

)Z
. Given the POMDP state space

S
′ and the parameter space W, the augmented state space can

be represented as S
′′ = S

′ × W [31]. Moreover, the element

in the ith row and jth column of the transition probability

matrix P′′ is computed according to Eqn. (17), where s′′(tk)
and s′′(tk+1) are states of the augmented POMDP, s′(tk)
and s′(tk+1) are states of the original POMDP, w(tk) and

w(tk+1) are the states of the unknown parameters, w(tk) and

w(tk+1) ∈ W, and η(ẇi, ẇj) is the Kronecker delta function

that η(ẇi, ẇj) = 1 if ẇi = ẇj , and η(ẇi, ẇj) = 0 otherwise.

After we obtain the augmented POMDP formulation, the

off-line POMDP planning can be performed and this aug-

mented POMDP problem can be solved to obtain an optimal

or near-optimal policy. The off-line computation needs to be

operated only once during network initialization. Then, the

results can be stored locally for future use, and no further

high-complexity computation is necessary even if the network

is shut down and restarted. The only case that we need to

run the off-line computation again is when the settings of the

network are changed. The computational complexity of the

on-line process is low and thus real-time processing can be

achieved. Existing solutions can also balance exploration and

exploitation by searching in the space of beliefs and optimizing

the expected total reward [32].

C. MAB Reformulation

To solve the previously formulated POMDP problem, the

SSP needs to collect the state information of all CCRs and

make globally-optimal decisions. Since the state space is

large, the computational complexity for the SSP to solve this

problem is significantly high (detailed problem size analysis

will be presented in Section VII-B and VII-C). In this sub-

section, we introduce the multi-armed bandit formulation to

enable distributed optimization and improve the computational

efficiency of this problem.

In the MAB formulation, the original POMDP problem

is transformed into a number of smaller POMDPs dis-

tributed at the CCRs. These POMDPs are independent of

each other, and each of them can be denoted as a tuple〈
Šz, Ǎz, P̌z, Řz, Ǒz, Q̌z

〉
, where Šz is the state space, Ǎz is

the action space, P̌z is the state transition matrix, Řz is the

reward, Ǒz is the observation space, and Q̌z is the observation

probability matrix.
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P ′′a
s (i, j) = P ′a

s (i, j)η(ẇi, ẇj) = P(s′′(tk+1) = ṡ′′j |a(tk) = ȧi, s
′′(tk) = ṡ′′i )

= P
(
s′(tk+1) = ṡ′j , w(tk+1) = ẇj |a(tk) = ȧi, s

′(tk) = ṡ′i, w(tk) = ẇi

)
P(w(tk+1) = ẇj |w(tk) = ẇi, a(tk) = ȧi).

(17)

Each element in the tuple is derived from the large aug-

mented POMDP as follows.

Šz = Sβ ×H×Wδ ×W
∗
β̇z,j

,

Ǎz = {0, 1},
P̌z =

[
P̌ a
z (i, j)

]
,

Řz = Rz,

Ǒz = Sβ ,

Q̌z =
[
P(oz(t) = ȯz,j |β(z, t) = β̇i)

]
=

[
ISβ

ISβ

]
.(18)

In (18), P̌ a
z (i, j) is the element in the ith row and jth column

of P̌z , and

P̌ a
z (i, j) = P̌ ′′a

z (i, j)η(ẇz,i, ẇz,j), (19)

where ẇz,i ∈ Wδ × W
∗
β̇z,j

and ẇz,j ∈ Wδ × W
∗
β̇z,j

are the

realizations of the state wz(t), and P̌ ′′a
z (i, j) is the ith row

and jth column of P̌′′
z ,

P̌′′
z =

[
PH(1, 1)P

′a
z PH(1, 2)P

′a
z

PH(2, 1)P
′a
z PH(2, 2)P

′a
z

]
. (20)

Here, P′a
z =

[
P ′a

z(i, j)
]
, and

P ′a
z(i, j) =

⎧⎨
⎩

1, if ȧz = 0 and β̇z,j = β̇z,i

0, if ȧz = 0 and β̇z,j �= β̇z,i

P a
z (i, j), if ȧz = 1.

(21)

With this MAB formulation, a CCR z calculates its index

ψ(z, t) at time t according to its own augmented POMDP〈
Šz, Ǎz, P̌z, Řz, Ǒz, Q̌z

〉
. Since the size of the POMDP at

each CCR is much smaller, the computational complexity

can be significantly reduce. Moreover, the SSP only needs to

collect the indices ψ(z, t), ∀z ∈ Z, and allocate the new band

to the CCR with the largest ψ(z, t) [33, 34].

VII. OPTIMAL SPECTRUM MANAGEMENT

In this section, we describe the spectrum management

mechanism, and analyze the sizes of the problems which

directly determine the computational complexity.

A. Spectrum Management Process

In the network, the SSP makes the channel allocation

decisions when new harvested bands are available for CaV

packets. These bands are allocated to the CCRs with CaV

packets one by one, and CCRs can utilize multiple bands

simultaneously to transmit packets in a parallel manner. With

the MAB formulation, the spectrum allocation is based on the

indices of the CCRs, which are computed off-line and stored

in local tables at the CCRs. In the on-line stage, a CCR only

needs to lookup the table according to its current state and

Algorithm 1 On-line Harvested Band Allocation for CaV

Packets at the SSP.

t ← 0;

σ ← FALSE;

while TRUE do
establish a vector Υ = [ −∞ . . . −∞ ], of which

the length is Z;

broadcast a message θR Idx over the basic bands;

update Υ(z) by ψ(z, t) when the message θIdx,z is re-

ceived, until Υ[ 1 . . . 1 ]T �= −∞;

while TRUE do
if a message θReV,z is received then

if there are basic bands available then
allocate a basic band to z and broadcast a message

θAlloc,z to notify z;

else
σ ← TRUE;

end if
end if
if a message θInit,z is received then

break;

end if
if Ct �= Φ then

if σ == TRUE then
allocate the first band in Ct to z and broadcast a

message θAlloc,z over the basic bands;

σ ← FALSE;

else
z∗ ← argmax

z∈Z

{Υ(z)};

allocate the first band in Ct to z∗ and broadcast

a message θAlloc,z∗ over the basic bands;

update Υ(z∗) by ψ(z∗, t) when the message

θIdx,z∗ is received;

broadcast a message θR Idx over the basic bands;

end if
end if

end while
update t;
update Ct;

end while

report the corresponding index to the SSP. The SSP simply

selects the CCR with the largest index as the one to allocate

a band.

The off-line computation is performed during net-

work initialization. For each CCR z, the POMDP tuple〈
Šz, Ǎz, P̌z, Řz, Ǒz, Q̌z

〉
is input, and the finite set of indices{

ψz,β̇i

}
are off-line computed. Then, these indices are stored

in a local table at each CCR with corresponding β̇i.
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Algorithm 2 On-line Harvested Band Utilization for CaV

Packets at the CCR z.

t ← 0;

σz ← TRUE;

while TRUE do
if an ReV packet arrives at z for transmitting then

send a message θReV,z to the SSP;

put the ReV packet in the transmission queue before

all CaV packets;

end if
if a CaV packet arrives at z for transmitting and σ ==
FALSE then

send a message θInit,z to the SSP;

σz ← TRUE;

end if
if a message θR Idx or θAlloc,z is received then

update β(z, t);
lookup the local index table to determine ψ(z, t);
send a message θIdx,z incorporating ψ(z, t) to the SSP;

σz ← TRUE;

end if
if a message θAlloc,z is received then

utilize the allocated band to transmit the first packet in

z’s transmission queue;

end if
if a message θAlloc,z′ is received, z �= z′, and the

transmission queue length is 0 then
σz ← FALSE;

end if
update t;

end while

The on-line allocation process operated at the SSP to make

band allocation decision for CaV packets is described in

Algorithm 1. The on-line operation of a CCR z is presented in

Algorithm 2. In these algorithms, σ is the indicator to denote

whether an ReV packet is waiting for the harvested band, σz

is the indicator to denote whether the state of z changes when

a(t) �= z, and •T denotes the transpose operation of a vector.

Several messages are defined as follows.

θReV,z: The unicast message from the CCR z to the SSP to

notify an ReV packet in z’s queue.

θIdx,z: The unicast message from the CCR z to the SSP to

notify the current index ψ(z, t) of z.

θInit,z: The unicast message from the CCR z to the SSP to

request for re-starting the allocation process.

θR Idx: The broadcast message from the SSP to all the CCRs

to request their current indices.

θAlloc,z: The broadcast message from the SSP to all the

CCRs to notify the allocation decision.

θStop,z,c: The unicast message from the SSP to the CCR z
to require immediate stop of transmission over the band c.

B. Size of the POMDP Problem

The computational complexity for solving a POMDP prob-

lem depends on the sizes of the state space, action space and

observation space. In the augmented POMDP formulation,

the size of the action space |A′′| = Z, and the size of

the observation space |O′′| = S = Sβ
Z . The state space

S
′′ = S×H×Wδ ×

(
W

∗
β̇z,j

)Z
, of which the size is

S′′ = S |H|Wδ

(
W ∗

β̇z,j

)Z
= 2Wδ

(
SβW

∗
β̇z,j

)Z
. (22)

Note that W∗
β̇z,j

is the state space of P̂ ∗
β̇z,j

for all β̇z,j ∈ Sβ

and β̇z,j �= β̇0. Thus, W ∗
β̇z,j

= W
Sβ−1
β , where Wβ denotes the

size of the state space of one P̂ ∗
β̇z,j

. As Sβ grows, W ∗
β̇z,j

can

be very large. However, we can significantly reduce the size of

W
∗
β̇z,j

based on the constraint that
∑

∀β̇z,j∈Sβ ,β̇z,j �=β̇0
P ∗
β̇z,j

=

1. Suppose that we transform the continuous P ∗
β̇z,j

to discrete

P̂ ∗
β̇z,j

as

P̂ ∗
β̇z,j

=
m

Wβ − 1
, if

2m− 1

2Wβ − 2
≤ P ∗

β̇z,j
<

2m+ 1

2Wβ − 2
, (23)

where 0 ≤ m ≤ Wβ − 1. Then, to derive the value of W ∗
β̇z,j

,

we first introduce a lemma as follows.

Lemma 3. Let ζ(n) represent a random variable that
2n−1

2Wβ−2 ≤ ζ(n) < 2n+1
2Wβ−2 , where n is an integer satisfying

0 ≤ n ≤ 2Wβ − 1. A set {n1, . . . , nk, . . . , nK} is called
the base set of the set {ζ(n1), . . . , ζ(nk), . . . ζ(nK)}. Let
N(m,K) denote the number of sets {n1, . . . , nk, . . . , nK}
that satisfy 2m−1

2Wβ−2 ≤∑K
k=1 ζ(nk) <

2m+1
2Wβ−2 . Then, N(m,K)

satisfies inequality (24).

Proof. Available in Section 4 in our proofs of the lemmas and

theorems [29].

According to Eqn. (8), if Sβ = 1, the only possible

realization of β(z, t) is β̇0. If Sβ = 2, the only possible

realization of β(z, t) other than β̇0 must have P ∗
β̇z,j

= 1. When

Sβ ≥ 3, the bound of W ∗
β̇z,j

is given by the theorem as follows.

Theorem 2. If Sβ ≥ 3, W ∗
β̇z,j

satisfies inequality (25).

Proof. Available in Section 5 in our proofs of the lemmas and

theorems [29].

With Theorem 2 and Eqn. (22), the upper and lower bounds

of the state space size S′′ can be calculated.

C. Size of the MAB Problem

In the MAB formulation, the size of the action space
∣∣Ǎ∣∣ =

2, the size of the observation space
∣∣Ǒ∣∣ = Sβ , and the size of

the state space can be calculated as

Šz = Sβ |H|WδW
∗
β̇z,j

= 2SβWδW
∗
β̇z,j

. (26)

These parameters in the MAB formulation are much smaller

than those in the POMDP formulation. Therefore, the com-

putational complexity can be significantly reduced by the

MAB formulation. We will further evaluate the complexity

performance in Section VIII.
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(
m′ +K − 1

K − 1

)
≤ N(m,K) ≤

	2m+K+1/2
∑
m′=(�2m−K+1/2�)+

(
m′ +K − 1

K − 1

)
. (24)

Wβ−1∑
m=0

(
m+ Sβ − 3

Sβ − 3

)
≤ W ∗

β̇z,j
≤

Wβ−1∑
m=0

	2m+Sβ−1/2
∑
m′=�2m−Sβ+3/2�

(
m′ + Sβ − 3

Sβ − 3

)
. (25)

VIII. SIMULATION RESULTS AND ANALYSIS

Extensive simulation results are presented in this section to

demonstrate the performance of the proposed scheme. In our

simulations, 30 CCRs and 300 users are randomly distributed

in the network. Each user connects to its nearest CCR to

receive video streaming services. Orthogonal frequency divi-

sion multiplexing (OFDM) is adopted as the physical layer

technology for wireless communications over Rayleigh fading

channels among CCRs and users. We set the average data

rate of the link between two CCRs as ω̄y = 25 Mbps, The

harvesting rates λH,1 and λH,2 of harvested bands during busy

time and idle time are 0.01 and 0.04, respectively, and the

expected portions of busy time and idle time are 40% and

60%, respectively. The arrival rate λz of CaV packets at each

CCR is 0.4, and the video streaming bit rate for highest quality

ωmax is 14 Mbps, with the video sequences Bus, Foreman,

Mobile and Coastguard at 30 frames per second. Both PSNR

and distortion (i.e., mean square error, MSE) performances of

the video are presented in the simulations as the average values

over the four video sequences. We set Pδ = 0.02. Besides, 5
levels are used to obtain the discrete random variables, i.e.,

Wδ = W ∗
β̇z,j

= Sβ = 5.

In our simulations, we compare five different schemes: The

no-caching scheme that delivers video traffic in secondary

networks without caching; the passive scheme that caches only

on-route data and can be considered as the scheme without

cognitive radio capability as shown in [28]; the proactive

scheme that proactively caches the data without considering

resource allocation, similar to what is discussed in [9]; the

greedy scheme that allocates the harvested bands to the links

with the highest β̃(z, t); and the proposed optimal scheme that

allocates the harvested bands according to the index ψ(z, t) in

our formulation.

A. Video Quality Performance

We first compare the PSNR of video streaming with dif-

ferent schemes in Fig. 2a, 2b and 2c with different param-

eters. In Fig. 2a, the average PSNR of the optimal, greedy,

proactive, passive and no-caching schemes is shown with

varying network size. We can see that as the number of CCRs

grows, the average PSNR decreases for all the five schemes

considered, because larger network size will result in higher

delay and lower bit rate for the video contents that are not

cached at CCRs close to the users. When the passive scheme

is used, video segments are only cached at the on-route CCRs,

and thus the average PSNR is drastically degraded with the

increase of network size. Differently, proactive caching allows

video segments to be pushed to the CCRs close to the users

with possible future interests. Therefore, proactive, greedy and

optimal schemes all perform better than the passive one. The

performance of the no-caching scheme is even worse. It can

be observed that the optimal scheme achieves up to 2.5 dB

PSNR improvement compared to the passive scheme.

The capacity of the wireless links in the network also has

significant effect on the PSNR performance as shown in Fig.

2b. Note that here we use mean link capacity in the figure

to describe the quality of Rayleigh fading wireless channels

considered in the simulations, which represents the expected

data rate from one CCR to its directly-connected CCR or

user. We can observe that as the link capacity between the

CCRs increases, the average PSNR increases as well, and our

proposed optimal spectrum management scheme significantly

outperforms the other schemes.

We also compare the PSNR performance with different

video source coding rate ωmax in Fig. 2c. Here, ωmax represents

the source coding bit rate of the original video file. Thus, any

video transmission rate higher than ωmax would not contribute

to the PSNR. In Fig. 2c, we can observe that PSNR increases

with the video source coding rate when ωmax ≤ 8 Mbps.

However, it does not increase any more when ωmax > 8 Mbps,

because of the throughput limitation of the path from the

video streaming servers/caching CCRs to the users. Moreover,

our proposed scheme always provides much higher PSNR

compared to the other schemes.

In Fig. 3a, 3b and 3c, the video distortion measured in MSE

is compared among the five schemes. Similar conclusions can

be drawn and the proposed scheme always outperforms the

other ones.

B. Transmission Delay Performance

Transmission delay is another key performance metric for

video streaming in IC-CRNs. Users may give up watching the

video because of the long waiting time for video buffering.

In this subsection, we evaluate the average transmission delay

performance and the results are shown in Fig. 4a, 4b and 4c.

In Fig. 4a, we can observe that a larger number of CCRs

in the IC-CRN result in higher average delay due to the

longer transmission path. The average packet delay with the

proactive scheme is slightly smaller compared to the passive

scheme, but the greedy scheme induces larger delay in an

IC-CRN when the number of the CCRs is more than 30.

This is because the greedy scheme selects the CCR with

the largest continuous state β̃(z, t), which is defined to be

inversely proportional to the number of hops ξ(π) from the
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Fig. 2: Average PSNR of the video streaming with different (a) number of CCRs in the IC-CRN, (b) maximum link capacity,

and (c) video source coding rate.
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Fig. 3: Average video distortion (MSE) of the video streaming with different (a) number of CCRs in the IC-CRN, (b) maximum

link capacity, and (c) video source coding rate.
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Fig. 4: Average packet delay with different (a) number of CCRs in the IC-CRN, (b) maximum link capacity, and (c) video

source coding rate.

video server to the destination CCR. Thus, it tends to select

the CCRs with lower ξ(π), which improves the hit ratio and

video quality while sacrificing the packet delay performance.

Different from the greedy scheme, our proposed optimal

scheme can improve the video quality and the packet delay

performance simultaneously.

From Fig. 4b and 4c, we can observe that the packet delay

performance of the five schemes does not change much with

mean link capacity and video source coding rate. Our proposed

optimal spectrum management scheme reduces the average

delay by about 40%.

C. Hit Ratio Performance

The hit ratio is widely adopted as the performance metric

to evaluate the caching mechanisms used in ICNs. Since ICN

is not considered in the no-caching scheme, the hit ratio is

always zero. Consequently, we omit the no-caching scheme in

this subsection and illustrate the average hit ratio of the cached

contents of the other four schemes in our simulations in Fig.

5a, 5b and 5c. Due to the optimal spectrum management and

proactive caching operations, the proposed scheme improves

the average hit ratio performance by around 60% compared

to the passive caching scheme, when 5 ≤ Z ≤ 65, 2 Mbps
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Fig. 5: Average hit ratio with different (a) number of CCRs in the IC-CRN, (b) maximum link capacity, and (c) video source

coding rate.
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≤ ωmax ≤ 40 Mbps, and mean link capacity from 10 Mbps to

40 Mbps.

D. Problem Size
We also study the problem sizes by simulations, of which

the results are shown in Fig. 6a and 6b. In Section VII-B, we

show that the size of W
∗
β̇z,j

can be reduced from W
Sβ−1
β to

a much smaller value W ∗
β̇z,j

. However, the value of W ∗
β̇z,j

is

hard to be theoretically derived. So we find out its upper and

lower bounds in Theorem 2. Here, the actual value of W ∗
β̇z,j

obtained by simulations, the upper and lower bound of W ∗
β̇z,j

,

and W
Sβ−1
β are shown in Fig. 6a. We can observe that the

bounds are very tight, and W ∗
β̇z,j

 W
Sβ−1
β .

Furthermore, in Fig. 6b, the problem sizes of the POMDP

and MAB formulation are compared. We can observe that the

size of the POMDP formulation is much larger than that of

the MAB formulation. The MAB problem size grows with the

number of available realizations of βz,t, but it does not depend

on the number of CCRs Z. This is because each CCR only

needs to find out its own index according to its own state.

Thus, the MAB formulation is scalable.
In a typical setting with Wβ = Wδ = Sβ = 5, the state

space size of the MAB formulation ŠZ = 14800, the action

space size
∣∣Ǎ∣∣ = 2 and the observation space size

∣∣Ǒ∣∣ = 5.

We can use reasonable time to solve such an MAB problem

with the recent advanced POMDP algorithms [35–37]. For

example, 1924 seconds in the off-line calculation stage and

less than 10 milliseconds in the on-line decision making stage

are taken to solve it on our computer with Intel� CoreTMi5-

4300U 2.50GHz CPU and 4 GB RAM. Although the off-line

calculation is time-consuming, the network performance will

not degrade, since the off-line calculation needs to be run only

once during the network initialization.

IX. CONCLUSIONS

In this paper, a new architecture of IC-CRN has been intro-

duced to support wireless video streaming while efficiently uti-

lizing the harvested bands for delay-tolerant proactive caching

video traffic. We also proposed a dynamic spectrum man-

agement scheme for optimal video PSNR, and formulated it

as an HDP-MDP, taking into account the unknown/changing

network parameters and queueing states at the CCRs. We

then reformulated it as a POMDP and an MAB problem for

optimal spectrum allocation scheme. We further discussed the

band allocation mechanism and analyzed the problem sizes.

Extensive simulation results were also provided to demonstrate
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the significant performance improvement of our proposed

scheme comparing to the existing ones.

As our future work, we will build the real system and con-

duct subjective video quality tests to evaluate the performance

of the proposed scheme.
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