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ABSTRACT

Sensor networks are vulnerable to many active attacks due to the
defects of the network protocols that are not designed carefully to
involve security defenses at the beginning. Most of the attacks try
to cause topological distortion by spoofing or replaying routing
information. This paper proposes to use a location-based naming
(LBN) mechanism for sensor nodes, in which location information
is embedded into node identifier and acts as an inherent node
characteristic to provide authentication service in local access

control. When LBN is enforced, the impacts of many attacks to
sensor network topology can be limited in a small area. A link
layer authentication (LLA) scheme is also proposed to further
decrease the impacts of those attacks. Our LBN and LLA can be
combined and act as an efficient solution against a wide range

of topological attacks in sensor networks.

INTRODUCTION

Sensor networks are vulnerable to malicious attacks in unattended
and hostile environments such as battlefield surveillance and
homeland security monitoring. Adversaries can easily eavesdrop
messages transmitted over the air between nodes, or disable the
entire network by launching physical attacks to sensor nodes or

logical attacks to communication protocols [1], [2]. By using
encryption, we may prevent eavesdropping attacks. However, an

intelligent adversary may launch many active attacks by utilizing
the defects in the network protocols which are not designed
carefully to involve security defenses at the beginning. Karlof
and Wagner [2] classified a series of attacks to sensor networks,
most of which try to spoof or replay routing information to make
two distant sensor nodes believe they are neighbors to each other.
These attacks will cause serious topological distortion, which lead
to the rapid deterioration of network performance.

The reason that those topological attacks can make effect is that
they break the underlying assumption of routing protocols that all
sensor nodes are cooperative and all routing information received
are trustful. However, the assumption is not true in hostile
environments. For example, a malicious node may impersonate
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other normal nodes in the network by changing its node ID, but
the network routing protocol can not detect this spoofed node ID
and may launch a new round of route discovering algorithm. The
effect is that a route through the malicious node may be used as
an "optimal" one in stead of the previous route, which leads to
the failure of the routing protocol.

Thus, to guarantee the proper operation of routing protocols,
some trustiness should be set up between sensor nodes such that
routing protocols can run on this trustworthy infrastructure. In this
paper, we propose a location-based naming (LBN) mechanism
for sensor networks. Specifically, some location information is
embedded into node IDs and acts like an inherent node char-
acteristic in stationary sensor networks, thus it can be used to
provide authentication services in local access control [3]. We
further propose a link layer authentication scheme LLA, which
incorporates LBN, to provide a neighborhood authentication
service in sensor networks. Due to the utilization of location
information, our scheme can limit the impacts of those topological
attacks in a small area. For example, when LBN and LLA are
employed, a malicious node can not take on IDs of nodes far
away from itself, because the malicious node may be detected if
its ID does not belong to its vicinity area.

We make the following contributions in this paper:

1) We propose a location-based naming mechanism LBN and
explore its security value for sensor networks;

2) We propose a link layer authentication scheme LLA, which
incorporates LBN, to provide a neighborhood authentication
service;

3) We show that our LBN mechanism and LLA scheme can
be combined to provide an efficient defense against many
notorious topological attacks in sensor networks.

The rest of this paper is organized as follows. We illustrate how
topological attacks cause severe impacts in sensor networks in
Section II. Then we describe our location-based naming mech-
anism LBN in Section III and link layer authentication scheme
LLA in Section IV. We will discuss how our LBN mechanism
and LLA scheme can be combined to defend against many attacks
in Section V. Some discussions are given in Section VI, and
conclusion and future work are given in Section VII.
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TOPOLOGICAL ATTACKS

Due to the resource constraints of sensor nodes, most of routing
protocols in sensor networks are quite simple, and thus are
sometimes more susceptible to attacks than routing protocols in
other networks. Many routing attacks have been classified in
[2]. They try to raise havoc by spoofing or replaying routing
information to skew network topology, thus leading to the failures
of routing protocols.

A famous topological attack is the Sybil attack [4], in which a
malicious node illegitimately takes on multiple identities, which
may be fabricated IDs or impersonated IDs. The Sybil attack may
pose a serious threat to routing protocols, especially multipath
routing and geographic routing, in sensor networks [2]. Besides,
it may also cause negative impacts to other applications such
as data aggregation, voting, fair resource allocation, misbehavior
detection, etc [4]. A similar attack is the identity replication attack
[4], in which an adversary may put many replicas of a captured
node at many places in the network to incur inconsistency.

In the Wormhole attack [5], two malicious nodes collude to tunnel
packets from one place to another distant place in the network.
This attack may distort the network topology by making two
distant nodes believe they are neighbors, thus become a serious
attack to routing protocols.

In the sinkhole attack [2], a malicious node tries to lure nearly all
the traffic from a particular area, creating a metaphorical sinkhole
with the malicious node at the center. This kind of attack typically
works by making the malicious node look especially attractive to
surrounding nodes by claiming a lower routing cost to the base
station in the sensor network. In the HELLO flood attack [2], a
malicious node may broadcast HELLO packets with large enough
transmission power to convince most nodes in the network that
the malicious node is their neighbor, thus lead the network into
the state of confusion. In the acknowledgement spoofing attack
[2], a malicious node may spoof link layer acknowledgments for
the packets destined to a neighboring node which is dead or the
packets lost due to the bad channel reliability, thus make the
source node form a wrong routing decision based on the belief
that the dead destination node is alive or the channel is reliable.

LOCATION-BASED NAMING MECHANISM

In this section, we propose a Location-based Naming (LBN)
mechanism for sensor networks. The idea is to embed some
location information into node identifier (ID) and use the loca-
tion information to defend against topological attacks in sensor
networks. The details are given as follows.

A. Location Determination

To utilize location information, it is the first requirement to
acquire location information. The location determination is not a
trivial task in stationary sensor networks. It is infeasible to install
every node with a GPS system due to the desire for low price sen-
sor nodes. So, some facilitating methods, such as mobile robots
with GPS capability [6] or other coarse-gained location estimation
algorithms based on the Received Signal Strength Indicator [7] or
ultrasound measurements [3], are needed in conventional location
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Figure 1. A square cell deployment model.

determination schemes. These post-deployment methods rely on
the intensive cooperation between sensor nodes, thus lead to a
large amount of communication overhead.

However, when a sensor network is deployed in an area, some
location information is known a priori. Hence, if we deploy
a group of nodes into an area, we may preload the location
information of the area into the nodes' memory. Due to deploy-
ment errors, the a-priori location information is less precise than
that of posterior measurements, however, it obviates the need
to use expensive positioning devices and complex distributed
location determination algorithms, thus it is pretty suitable for
some applications in resource constrained sensor networks. In this
paper, we uses the course-grained a-priori location information
to develop a security scheme to defend against many attacks to
network topology.

Before deploying a group of sensor nodes, we should decide
which place the group should reside. Thus the entire deployment
area is divided into many adjacent non-overlapping cells. Every
cell is centered with a deployment point. Based on specific
deployment models, the contour of cell may be square [8]-[10]
or hexagon [11]. For simplicity, square cell (Fig. 1) is used as an
instance in this paper. However, other shapes are still applicable
with a few modifications.

Each group of nodes is intended to be deployed in a predefined
cell. Due to deployment errors, every node will be deployed
around the deployment point of its cell according to some prob-
ability distribution function(PDF), such as Gaussian distribution
or Uniform distribution.

B. Location-based Name

When the deployment model is defined, the location of each
deployment point is known. By associating each group of nodes
with a specific cell, we may know in which cell of the network
each node will reside. In a large scale sensor network, the coordi-
nates of deployment points usually have length of several bytes.
However, in current link layer protocols for sensor networks, the
node ID field length is usually less than 4 bytes. For example,
in TinyOS packet format, the node ID field length is only 16
bits [12]. It is impossible to include the location coordinates of
deployment points directly into node ID field in large scale sensor
networks. However, our scheme does not rely on precise location
information, we only count on the relative location information
between sensor nodes. Hence, we tend to use indices.

In our deployment model, each cell is marked with a cell index,
which is a pair of integers (i, j), where i is the row index
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Figure 2. Location-based name.

and j is the column index. Thus we can identify each cell and
its associated group of nodes by cell index. The indices are
not absolute location coordinates, so they could be very small
integers. With this benefit, we may allocate several bits from the
node ID field for cell index, and the rest bits from the node
ID field as node index in the associated cell. Thus each node is
identified by a pair (cell index, node index). For example, we may
allocate 10 bits from a 16 bits ID field for cell index, and the rest
of 6 bits for node index (Fig. 2). Then the maximum affordable
network may consist of cells of 32 rows and 32 columns, where
each cell contains 64 nodes, and the total number of nodes is
65536.

Only index can not provide more information other than cell
identification. What we care about is how the indices describe
the relationship between nodes. Thus in our deployment model
all cells are indexed according a fixed order from top to right
and from left to right such that each cell index (i, J) acts like a
coordinate in a two dimensional plane (Fig. 1). In another word,
cell indices are normalized coordinates of cells. Hence, the indices
reflect the spatial relationship between nodes. By checking node
ID fields in received packets, a node may tell whether the sources
of packets come from its own cell or neighboring cells or other
distant cells. If we treat each node as a kind of resource, and the
packets reception by the node as a kind of resource access, then
the orderly naming mechanism may provide an authentication
service for the access control at link layer in that every node
should only accept the packets from the nodes in its cell or
neighboring cells, and deny the packets from other distant cells.
Obviously, our LBN mechanism has its significance for securing
sensor networks. An example is that most ID-spoofing attacks
may be defeated because of inherent location information in node
IDs. We will show in Section V that our LBN mechanism may
defend against a wide range of attacks in sensor networks.

LINK LAYER SECURITY

In the overall network security infrastructure, link layer security
is the basic tile, because all communications are established on
the neighbor-to-neighbor communication mode. A node should
only accept the packets from authenticated neighboring nodes.
To establish trustiness between neighboring nodes, authentication
services at link layer are required. To prevent eavesdropping
attacks, two neighboring nodes need to negotiate a shared key
used for encryptions at link layer. Some proposals [8]-[11] used
location information in key management in sensor networks.
However, they have not addressed the authentication problem.
Motivated by their work, we propose a Link Layer Authentication
(LLA) scheme in this section, which incorporates the LBN
mechanism to provide a neighborhood authentication service.

Our LLA scheme consists two phases. The first one is the
bootstrapping phase (B-Phase), which is the initial time period
after network deployment. The second is the normal communica-

tion phase (C-Phase) during which nodes communicate normal
packets to fulfill kinds of applications. In each phase a two-
step authentication is enforced. The first step is the ID-based
authentication, in which every node decides to accept or reject a
packet by checking the packet ID field according to LBN. The
second step is the key-based authentication, in which the two
communicating nodes verify the IDs of each other by the shared
key between them.

A. Polynomial Distributing

We use t-degree bivariate polynomials to establish a secure
infrastructure between neighboring nodes. A t-degree bivariate
polynomial is defined as

t t

f(x,Y) = Za ijxiy
i=o j=o

(1)

over a finite field IFq, where q is a prime that is large enough to
accommodate a cryptographic key. By choosing aij = aji, we
can have f (x, y) = f (y, x). Assume that every sensor node has a
unique, integer-valued, non-zero ID in our LBN mechanism. For
a pair of nodes u and v where u and v are node IDs, we can
assign a polynomial share f (u, y) to u and another share f (v, y)
to v. By assigning polynomial shares, we mean the coefficients of
univariate polynomials f (u, y) and f (v, y) are loaded into node
u's and v's memory, respectively. To establish a shared key, both
nodes broadcast their IDs. Subsequently, node u can compute
f (u, v) by evaluating f(u, y) at y = v, and node v can as well
compute f(v, u) by evaluating f(v, y) at y = u. Due to the
polynomial symmetry, a shared key between nodes u and v has
been established as Kuv = f(u, v) = f(v, u). This shared key
may be used as the link layer key for authentication or encryption.

We use the method proposed in [8] to distribute polynomials such
that two nodes in the same cell and neighboring cells hold shares
of the same set of polynomial(s) 1. Each cell is associated with a
unique t-degree bivariate polynomial, and the nodes destined to
the cell are preloaded with shares of the corresponding polyno-
mial. Besides, the polynomial is also assigned to the horizontal
and the vertical neighboring cells. For example, in Fig. 1, the
polynomial of cell (i, j) is also assigned to cells (i, j-1),
(i,j + 1), (i-1,j), and (i+ 1,j). Thus a node in cell (i,j) may
establish shared keys with nodes in it cells and all neighboring
cells because they have shares from the same polynomials set P.
We refer readers to [8] for more technical details.

B. B-Phase Authentication

After deployment, the network is in the bootstrapping phase. In
this phase, a trustiness should be set up between nodes so that
other high layer protocols may begin to work on this trustworthy
infrastructure. This is achieved by the B-phase authentication
protocol described in Table I.

At very begin, every node broadcasts its node ID (step (1) in
Table I) to inform its neighbors its existence. When node u hears

'We have developed a more efficient scheme in [11] using hexagon cells. It
can also be used in LBN design if we choose to use hexagon cells in place of
square cells.

3 of 6



TABLE I. B-Phase Authentication Protocol

(1)
(2)
(3)
(4)

V - *

-V v:

V -U a:

v :

< V >
< u, V, Pf,{nul}Kuv >
< v, u, nu, {nv}Kuv >
< U, v, nv >

node v, it first checks the cell index field in v's node ID. In LBN
mechanism, the cell index should be the same as that of u or the
one of the neighboring cell indices which may be easily verified
because all cell indices are orderly sorted. If it is not the case,
the received ID v may be a spoofed value from a malicious node,
and node u just ignores node v's packets.

If the received ID v is acceptable, node u knows immediately the
shared polynomials set P with node v. Because node u and node
v have shares derived from the polynomials in 2, node u may
further verify node v through a challenge-response method. Node
u randomly selects a polynomial f(x, y), which has a unique
index pf 2, from P and uses the corresponding share f(u, y) to
calculate a shared key Kuv = f(, v) with node v. Then node u
picks a nonce nu, which is a random number, and sends to node
v a challenge packet including the ID u, index of the polynomial
f(x, y), and encrypted nuL by f(u, v) (step (2) in Table I).

If node v does have the ID it claims, it sure has the shared
polynomials set P with node u. Then node v may use the
polynomial index in the received packet to find the shared key
Kuv and be able to decrypt the nonce nu. Next, node v also
picks a nonce nv, returns to node u a response packet including
the node ID v, nonce nlu, and the encrypted nv by f (u, v) (step
(3) in Table I).

After get the response from v, node u may check the returned
value of nu. If it is the same as that it has sent to node v, then
node v is an authenticated node, otherwise not.

To authenticate itself, node u also decrypts nv and returns it to
node v at step (4) in Table I.

Following the handshake authentication procedure, every node
may set up trustiness with its neighbors during the bootstrapping
phase. Besides, a shared key is established between neighboring
nodes. This shared key may act as the master key and be used
to derive other keys for different purposes, such as encryption,
authentication, etc. Thus, the future communications between
neighboring nodes are secured by the shared key.

C. C-Phase Authentication

After the bootstrapping phase, normal communications may run
between neighboring nodes to fulfill kinds of applications. During
this phase, an adversary may inject, modify, or spoof packets to
raise havoc among the network. To guarantee normal operation
of the network, every packet should be authenticated so that the
sink node knows it is talking with the authenticated source node.

A normal way to achieve packet authentication and integrity is
to use Message Authentication Code (MAC), which is a digest
calculated by a one-way and collision-resistant hash function with
messages and some secrets as inputs. Every node may check

2Polynomial indices may be preloaded into nodes memory, or may be calculated
by a hash function with cell indices as inputs.

whether a received packet is tampered by recalculating the MAC
and comparing it with that in the packet.

When a node v needs to send a packet to node u, it constructs
the packet like,

v -> u: < v:u,rn,Tm, H(v || u || nv || m || Kuv) >

where nv is a nonce, m is the message, H() is a hash function,""
is the concatenation operator, and Kuv is a shared key between u
and v. To protect the master key established in the bootstrapping
phase, it is better to use a derived authentication key here. For
example, we may calculate an authentication key as H(KuV 1)
and an encryption key as H(KuV 0). Here the message m may
be in plaintext if only authentication is needed or be encrypted if
both authentication and encryption are desired.

When node u receives the packet from node v, it first checks the
cell index field in v's ID according to LBN. If the ID v is not
acceptable, node u simply drops the packet, thus it does not need
to check the MAC field. Moreover, node u may check the cell
index field just after extracting node v's ID from the packet and
stop receiving the remaining part of the packet to save energy if
node v's ID is not acceptable, because packet transmission and
reception are the most energy-costly radio operations in sensor
nodes. Only if the ID v is acceptable, node u proceeds to verify
the MAC field in the packet and authenticate the packet.

TinySec [12] defined link layer packet formats including Auth
packet format, in which only authentication is provided, and AE
packet format, in which both authentication and encryption are
provided. It is similar to our scheme, however, it does not address
how to establish authentication and encryption keys. It is obvious
that we can combine TinySec with our scheme to provide a
complete solution for link layer security in sensor networks.

SECURE SENSOR NETWORKS

In this section, we will show that LBN and LLA are combined
to defeat many topological attacks.

A. Topological Attacks

To defend against the Sybil attack, several potential methods
are proposed in [4], including radio resource testing, verification
of key sets for random key predistribution, registration, position
verification and code attestation. The methods to defend against
the identity replication attack include centralized computing based
on location or number of simultaneous connections [4]. However,
those methods rely on either strict physical assumptions or
cooperations between a bunch of nodes, thus leading to a large
communication overhead. In our scheme, every node ID should
appear only in a small area of the network due to the LBN
mechanism. The IDs not belonging to a cell may be easily found
out by the nodes in the cell. Thus the impact of the attacks is
limited in a small area where malicious nodes reside. Moreover,
the spoofed IDs can be detected because the malicious node
can not have the corresponding polynomial shares belonging to
the node whose ID is claimed by the malicious node, and the
convergence of the replicas of the same node ID in a small area
may be easily detected by surrounding normal nodes. So the Sybil
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attack and the identity replication attack can not get success in
our scheme.

To defend against the Wormhole attack, Hu et al. proposed to use
packet leashes [5] to limit the maximum range over which packets
can be tunneled by the two colluding nodes. Directional antennas
[13] are also used to defend against the Wormhole attack. How-
ever, these defenses are targeted to the Wormhole attack in ad
hoc networks, and require expensive hardware devices, which are
infeasible for most resource constrained sensor networks. Wang
and Bhargava [14] proposed to use centralized computing to
defend against the Wormhole attack in sensor networks, in which
a controller collects all nodes' location information to reconstruct
the network topology such that any topological distortion may be
visualized. However, this approach causes much intensive com-
munication overhead and is not realistic if malicious nodes move
around in the entire network because each location change will
trigger a new round of execution of the topology reconstruction
algorithm. By using LBN, a node may check the cell index fields
in the received packets and simply drop those packets coming
from a distant place. So the impact of the Wormhole attack
is limited in neighboring cells automatically. Though the two
colluding nodes may tunnel packets in a small area, in this case
they can not cause severe network scale topological distortions
and may even be helpful to facilitate local communications. So,
the Wormhole attack may be defeated in our scheme.

It is hard to defend against the sinkhole attack [2], because
different metrics may be used in routing protocols. If geograph-
ical routing protocols are used, every route is found based on
geographical information, which can be extracted from node IDs.
In this case, the malicious node can not cheat other nodes because
other nodes may easily find whether the malicious node is on the
route to the base station based on the ID of the malicious node.
If different routing criteria such as reliability are used, it is rather
difficult to detect the sinkhole attack. However, the node ID may
still provide some information about the location of the malicious
node, thus if the source node finds the location of the malicious
node is far away from the direction of the base station, it means
a potential threat and some methods may be used to verify the
routing information.

The HELLO flood attack [2] may be defeated because it is easy
to check whether a HELLO packet is acceptable from its ID
field in our scheme. The acknowledgement spoofing attack [2]
can be detected by LLA because the malicious node does not
have corresponding link layer keys.

B. The Node-compromise Attack

In our link layer authentication scheme, predistributed polyno-
mials are used to establish shared keys between nodes. It is
under the threat of the node-compromise attack, in which a small
number of compromised nodes may expose a large amount of
secrets in the network. It has been proved in [15] that a t-degree
bivariate polynomial is t-collusion resistant, meaning that the
collusion of no more than t nodes can not expose the polynomial.
However if one t-degree bivariate polynomial is used by more
than t nodes, an adversary may compromise more than t nodes
holding shares of a same polynomial to reconstruct it, and then use

the reconstructed polynomial to derive shared keys between non-
compromised nodes that hold shares of the same polynomial. We
have proposed an efficient scheme [11] in which every t-degree
bivariate polynomial is reused no more than t times, thus we may
achieve the perfect resilience to the node-compromise attack. For
the lack of space, we do not investigate this topic here, and refer
readers to [11] for technical details.

C. The Memory Exhaustion Attack

The B-phase authentication in our scheme is not stateless, because
every node needs to keep the nonce in its memory so that it
can verify the returned nonce value from its neighbor. For each
authentication request, a nonce should be generated. A malicious
node may launch the memory exhaustion attack by sending
authentication requests at very high frequency to neighbors, thus
cause its neighbors unusable by exhausting memory resources
of the neighbors. However, it is also easy to detect frequent
authentication requests from a malicious node. To defend against
this kind of attack, normal nodes just need to drop those authen-
tication requests if the frequency of request is too high. Some
countermeasures can also be triggered to punish the malicious
node.

DISCUSSION

To the best of our knowledge, there has been no research on
the additional value of node identifier in sensor networks, where
every node's identifier is taken from an one dimension name
space that has no meaning but the identification function. Though
many schemes [8]-[11] use node identifiers in key establishment,
they simply use the identification function. Our scheme is the
first investigation that tries to dig out more application values
of node identifier. We have shown that by embedding location
information into node identifiers our LBN has intrinsic immunity
from many attacks against network topology. Besides security
value, we believe our LBN can still be used in other applications
in sensor networks.

Our LLA scheme incorporates LBN as the first step authentication
method, and uses shared key to further verify node identity. In
LLA, predistributed polynomials are used to achieve key agree-
ment to provide authentication service. However, other shared-
key-based authentication schemes can also work well with LBN
in the second authentication step, as long as they guarantee
neighboring nodes can establish a unique shared key. Similar
schemes are SPINS [16], LEAP [17]. The building block SNEP
in SPINS [16] can provide neighbor authentication by a shared
key. However, two neighboring nodes rely on the base station
to negotiate a shared key, which is not efficient in terms of
communication overhead. In LEAP [17], a global key is used
to derive shared keys to achieve neighbor authentication, where
the underlying assumption is that adversaries can not compromise
any node during network bootstrap phase, thus the global key can
be safe. However, our scheme does not rely on this assumption
and is resilient to node compromise attacks.

Zhang et al. [18] proposed to use location-based keys to secure
sensor networks. Their scheme is based on public key cryptogra-
phy, while our scheme is based on symmetric key cryptography.
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Besides, in their scheme each location-based key is tight to a
precise location in the network and the location information
should be obtained by mobile robots. When a node moves,
its location-based key associated with its previous location is
invalid. Hence, their scheme is only applicable in stationary sensor
networks, where sensor nodes do not move after deployment. Our
scheme only uses course-gained a-priori deployment knowledge
and does not need any positioning devices. Though our scheme
is targeted for stationary sensor networks, low mobility can also
be supported as long as nodes only move in their vicinity.

CONCLUSION AND FUTURE WORK

In this paper, we have introduced the naming problem for sensor
networks in the literature for the first time. We believe that more
benefits can be achieved by endowing node ID more meaningful
information. A location-based naming mechanism LBN has been
proposed to fulfill our idea. Our LBN obviates the need to use
expensive positioning devices and complex distributed location
determination algorithms in conventional location-based schemes.
By using LBN, the impacts of many attacks to topology in sensor
networks can be limited in a small area. We also proposed a link
layer authentication scheme LLA, which incorporates LBN, to
provide a neighborhood authentication service. It has been shown
that our LBN and LLA can be an efficient defense against a wide
range of topological attacks in sensor networks.

We have investigated the security value of our location-based
naming mechanism. However we believe it may also find other
applications in sensor networks, such as geographic routing,
target tracking, environment surveillance, etc, especially those
applications in which security is desired. We will develop more
efficient solutions in those applications based on our new idea in
our future work.
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