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Abstract—In this paper, we investigate the energy minimization problem for a cognitive capacity harvesting network (CCHN), where secondary users (SUs) without cognitive radio (CR) capability communicate with CR routers via device-to-device (D2D) transmissions, and CR routers connect with base stations (BSs) via CR links. Different from traditional D2D networks that D2D transmissions share the resource of cellular transmissions in the same cell, we consider the scenario that D2D transmissions share the uplink cellular frequency bands (CFBs) of neighbor cells. To ensure that the transmissions from SUs do not affect the transmissions for the cellular users (CUs) in the neighbor cells, an inter-cell handshake process is proposed. We formulate the energy minimization problem for SUs as a mixed integer nonlinear programming (MINLP) problem. To solve this problem, we decompose it into two nested subproblems: a transmit power optimization subproblem and a CR router and uplink CFB selection subproblem. For the first subproblem, it is proved to be convex, and thus can be efficiently solved. For the second subproblem, we propose a two-level nested game theoretic approach to find its solution. Simulation results show that the proposed algorithms can significantly improve the performance. With the help of CR routers/neighbor resource sharing, the energy consumption for SUs can be saved around 30%-37% on average.
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I. INTRODUCTION

As smart mobile phones become popular, mobile data traffic increases dramatically in recent years. According to the Cisco Visual Networking Index, the mobile data traffic will grow at a compound annual growth rate of 46 percent between 2017 and 2022, reaching 77.5 exabytes per month by 2022 [1]. This dramatic increase in mobile data traffic aggravates the congestion in the existing telecommunication systems. To increase the capacity of telecommunication systems, cognitive radio (CR) [2] and the corresponding cognitive radio networks (CRNs) [3] are proposed, and they are then used to handle congestion problems [4]. With CRs, the secondary users (SUs) can actively sense the unused licensed spectrum and opportunistically utilize it to conduct communications when the transmissions of the primary users (PUs) are not affected.

In the literature, CRNs have been widely investigated under various network architectures, i.e., [5]–[9]. In [5], Fu et al. investigated the energy-efficient communications in the one-hop infrastructure-based CRNs with multiple-input multiple-output (MIMO) techniques. In [6], Wang et al. proposed a frequency-domain cooperative sensing and multi-channel contention protocol for the cognitive radio ad-hoc networks (CRANs); while in [7], Qu et al. studied the problem of network-coding-based multicast in CRANs considering both channel uncertainty and node mobility. In [8], [9], the authors studied the throughput maximization of SUs in the cooperative CRNs where the SUs access primary resource by helping PUs relay packets in one-hop and multi-hop manners. However, in traditional architectures of CRNs, one common drawback is that the SUs, including the light-weighted hand-held end users, should have CR capability, which indeed brings many design challenges in implementation. In particular, the SUs should be equipped with a reconfigurable antenna for data transmissions and a dedicated antenna for spectrum monitoring/sensing, keep monitoring/sensing the spectrum, and frequently switch between different available frequency channels, which will complicate the hardware design and consume a significant amount of computational resources and energy [10]–[12]. Furthermore, in traditional CRNs, it is difficult to establish a common control channel (CCC) for the exchange of control messages due to the uncertainty of the harvested spectrum and the spatial variation of PUs’ activities [4]. To enable the SUs without CR capabilities to benefit from CRN and effectively and efficiently manage the resource harvesting and allocation processes in CRN, a new CRN architecture, namely, cognitive capacity harvesting network (CCHN), is proposed [4]. In CCHN, the SUs simply connect with nearby CR routers via the non-CR accessing technologies, while the CR routers communicate with each other or with the base station (BS) via single-hop/multi-hop CR transmissions. Furthermore, a secondary service provider (SSP) is introduced to manage CRN in a centralized manner via reliable licensed control channels.

The existing works about CCHN mainly focus on how to utilize the sensed spectrum effectively through the coor-
dination of the centralized SSP [13]–[17]. In [13], Pan et al.
investigated the joint routing and frequency scheduling problem for CR routers under uncertain spectrum supply by introducing the parameters of targeted confidence level for the availability of the required spectrum resource, and the targeted quality of CR communications. In [14] and [15], Pan et al. proposed a session-based spectrum trading system for CCHN. They exploited the licensed band vacancy statistics and attempted to obtain the optimal spectrum trading under multiple constraints such as the spectrum availability, the competition among different CR sessions, link scheduling constraints, and flow routing constraints. In [16], Ding et al. proposed vehicular CCHN architecture where CR router enabled vehicles are employed to transport the data of SUs to intended locations via storage of on-board CR routers and harvested spectrum resources. In [17], Ding et al. further developed a Markov-decision-process based spectrum aware data transportation scheme for the vehicular CCHNs. To the best of our knowledge, none of the existing works investigates the design of the access network for CCHNs. However, if the access network is inefficient, the entire CCHN cannot obtain good user experience even when its core CR network is optimally designed.

Considering that the traffic traversed across the CCHN is usually with low-priority, it is reasonable to access the CCHN with device-to-device (D2D) technology [18]–[21]. That is, the SUs connect with the CR routers via D2D transmissions, and share the spectrum of cellular users (CUs) under the premise that the quality-of-service (QoS) of CU transmissions is guaranteed. In this case, to improve the performance of the D2D access network to the CCHN, we should consider not only the resource sharing between D2D transmissions and cellular transmissions, but also the selection of the accessed CR routers, which is different from the existing works on pure D2D networks [22]–[24].

In this paper, we focus on the energy minimization problem for the SUs in the CCHN, where they communicate with the CR routers via D2D transmissions. Different from the existing D2D studies in which the resource sharing is performed in the same cell [25], [26], we consider the scenario that the D2D transmissions from SUs to CR routers share the uplink cellular frequency bands (CFBs) of neighbor cells. Since for each cell, there are many CR routers and multiple neighbor cells operated on different CFBs, we need to jointly consider the CR router selection, the uplink CFB selection, and the transmit power adjustment for SUs. The main contributions in this paper are summarized as follows:

1) We propose an inter-cell handshake process to ensure that the transmissions of SUs do not affect the transmissions of the CUs in the neighbor cells. We formulate the energy minimization problem for SUs while satisfying their rate requirements as a mixed integer non-linear programming (MINLP).

2) Given the CR router and uplink CFB selections, we show that by changing the variable from “transmit power” to “transmission time”, the formulated energy minimization is a convex optimization problem, and thus can be efficiently solved by typical optimization methods.

3) We further propose a two-level game theoretic approach to improving the CR router and uplink CFB selections. We conduct extensive simulations and show that the proposed algorithms could achieve significantly better performance, i.e., the energy consumption for SUs can be saved 30%-37% on average and the CCHN can accommodate more SUs with higher transmission rates.

The rest of this paper is organized as follows. Section II presents the network and power model, and proposes the inter-cell handshake process. In Section III, we formulate the energy minimization for SUs while satisfying their rate requirements. In Section IV, we optimize the transmit power of SUs when the CR router and uplink CFB selections are given. In Section V, we propose a two-level game theoretic approach to improve the CR router and uplink CFB selections. In section VI, we carry out simulations to evaluate the performance of the proposed algorithms. Section VII concludes this paper.

II. SYSTEM DESCRIPTION

A. Multi-cell CCHNs

In this paper, the considered CCHN is built based on traditional multi-cell cellular network by randomly placing a set of CR routers in each cell and introducing a centralized controller “SSP”, as shown in Fig. 1. In each cell, there is a BS, a set of CR routers, and two kinds of users: CUs and SUs. Each CU communicates with the BS via a dedicated cellular channel; while each SU connects with a nearby CR router by D2D transmission, which shares one of the dedicated uplink CFBs of the neighbor cells1. The CR routers in each cell communicate with the BS in the same cell by using the harvested cognitive spectrums, which are allocated by the centralized controller “SSP” through reliable control channels. In this paper, we focus on the energy minimization of the access network of the considered CCHN. Thus, we assume that the transmission capacity from each CR router to the BS is known. The data transmissions of the SUs are delay-tolerant but do have average rate requirements.

Obviously, the SUs that share different CFBs of the neighbor cells will not interfere with each other since they use different frequency spectrums. For the SUs that share the same CFB of the neighbor cells, we adopt time-division multiple access (TDMA) mechanism to avoid mutual interference. To minimize the energy consumption, the time periods allocated to different SUs are dynamically adjusted according to their average rate requirements.

Furthermore, according to the above descriptions, each SU should select one of the CFBs of the neighbor cells to share. Since the devices that occupy different CFBs have different locations and transmit powers, the interference will be different when different CFBs are selected. Thus, when

\[1\text{In traditional cellular networks, the adjacent cells are usually allocated different dedicated CFBs to avoid severe mutual interference among licensed CUs according to the setting of spatial reuse factor [27]. The CFB allocation example when the spatial reuse factor equals 4 is given in Fig. 1. More CFB allocation details with other spatial reuse factors can be found in [27]. In each cell, the allocated CFB is further divided into orthogonal channels, and each CU will occupy one orthogonal channel, which is also called “cellular channel”.

}
an SU selects a CFB for its transmission, it would be more likely to select the CFB in which the occupied devices have the smallest interference to its destination. In this paper, we consider the uplink transmissions of SUs. Thus, the SUs connected with the same CR router have the same destination. That is, they would be more likely to select the same CFB in which the occupied devices have the smallest interference to the common connected CR router. Therefore, we assume that the SUs connected with the same CR router select the same CFB of neighbor cells. In fact, this assumption will result in two additional advantages. First, under this assumption, when a CR router receives packets, it does not need to frequently switch between different CFBs, which significantly reduces the energy consumption [11]. Second, the computational complexity of the solution for the considered problem will be greatly reduced since the optimization space is greatly reduced. The benefit of this assumption on the system performance is also evaluated through simulations (See Section VI-C).

B. The inter-cell handshake process

To make sure that the uplink data transmissions of the CUs are not affected, we need a handshake process if the SUs in one cell want to share the uplink CFB of the neighbor cells, as shown in Fig. 2. Let $C_{n}^{i} = \{c_{j}, 1 \leq j \leq 6\}$ denote the set of neighbor cells of cell $c_{i}$. Let $BS_{i}$ and $BS_{j}$ denote the BS of cell $c_{i}$ and $c_{j}$, respectively. When the SUs in cell $c_{i}$ have data to transmit, they send transmission requests to $BS_{i}$ via the control channel. Then, $BS_{i}$ sends frequency sharing request to all the neighbor BSs ($BS_{j}, 1 \leq j \leq 6$). After receiving the frequency sharing request from $BS_{i}$, the neighbor BS (i.e. $BS_{j}$) deals with the request as follows. Let $N_{cur}^{BS_{j}}$ denote the number of cells that have been allowed by $BS_{j}$ to share the uplink CFB of cell $c_{j}$. Let $P_{bg, max}^{BS_{j}}$ ($BS_{j}$) and $P_{max}^{int} (BS_{j})$ respectively denote the maximum background interference at $BS_{j}$ when $N_{cur}^{BS_{j}}$ = 0, the current maximum interference power at $BS_{j}$, and the maximum interference power at $BS_{j}$ under which all the transmissions of the CUs are not affected. Obviously, when $N_{cur}^{BS_{j}} = 0$, we have $P_{max}^{int} (BS_{j}) = P_{bg, max}^{BS_{j}} (BS_{j})$. Then, if $N_{cur}^{BS_{j}} = 0$, $BS_{j}$ tells $BS_{i}$ the following information by sending back a response: 1) the maximum
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**Fig. 2.** The inter-cell hand shake process.
interference power from the SUs in cell $c_i$ to $BS_j^i$, which is $P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{cur}}^\text{cur} (BS_j^i)$; 2) the location of $BS_j^i$. If $N_{\text{cur,BS}}^i > 1$, there are two cases. When $P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{cur}}^\text{cur} (BS_j^i) \geq \frac{1}{N_{\text{cur,BS}}^i + 1} \left( P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{bg}}^\text{bg} (BS_j^i) \right)$, $BS_j^i$ tells $BS_i$ the same information as those in the case $N_{\text{cur,BS}}^i = 0$ by sending back a response. When $P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{cur}}^\text{cur} (BS_j^i) < \frac{1}{N_{\text{cur,BS}}^i + 1} \left( P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{bg}}^\text{bg} (BS_j^i) \right)$, $BS_j^i$ first tells the BS(s) of the cell(s) that currently has(has) SUs sharing the uplink CFB of cell $c_j^i$ to reduce their interference powers to $BS_j^i$. The maximum interference power to $BS_j^i$ from each cell is limited by $\frac{1}{N_{\text{cur,BS}}^i + 1} \left( P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{bg}}^\text{bg} (BS_j^i) \right)$. Then, $BS_j^i$ tells $BS_i$ the following information by sending back a response: 1) the maximum interference power from the SUs in cell $c_j$ to $BS_j^i$, which is $\frac{1}{N_{\text{cur,BS}}^i + 1} \left( P_{\text{Int}}^\text{max} (BS_j^i) - P_{\text{bg}}^\text{bg} (BS_j^i) \right)$; 2) the location of $BS_j^i$. After receiving the response from all the neighbor BSs, $BS_i$ can allocate proper time resource, and select proper CR router and uplink CFB for the SUs.

### C. The power model of SUs

Since we consider uplink transmissions, the power consumption of an SU contains two parts:

1) The power consumption of the power amplifier (PA) $P_{PA}$, which is determined by the output power of the transmitter $P_{tx}$ and the drain efficiency of PA $\theta$. Specifically, $P_{PA} = \frac{P_{tx}}{\theta}$.

2) Circuit power consumption $P_c$, which is the power consumption of the other circuit blocks except for the PA.

When an SU does not transmit, it turns off all the circuit blocks and only consumes a small amount of energy due to the leakage currents [28]. We call this power consumption "idle power consumption", denoted by $P_{id}$. The main notations of this paper are summarized in Table I.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Physical Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_i$</td>
<td>the considered cell</td>
</tr>
<tr>
<td>$BS_i^j$</td>
<td>the BS of cell $c_i$</td>
</tr>
<tr>
<td>$c_j^i$</td>
<td>the $j$-th neighbor cell of $c_i$</td>
</tr>
<tr>
<td>$BS_i^j$</td>
<td>the BS of cell $c_j^i$</td>
</tr>
<tr>
<td>$u_k^i$</td>
<td>the $k$-th SU in cell $c_i$</td>
</tr>
<tr>
<td>$r_h^i$</td>
<td>the $h$-th CR router in cell $c_i$</td>
</tr>
<tr>
<td>$f_s$</td>
<td>the $s$-th uplink CFB used in neighbor cells of $c_i$</td>
</tr>
<tr>
<td>$y_{k,h}$</td>
<td>the indicator denoting whether SU $u_k^i$ connects with CR router $r_h^i$</td>
</tr>
<tr>
<td>$y_{h,s}$</td>
<td>the indicator denoting whether the group of SUs connected with CR router $r_h^i$ share the uplink CFB $f_s$</td>
</tr>
<tr>
<td>$Q_{u_k^i}$</td>
<td>the average rate requirement of SU $u_k^i$</td>
</tr>
<tr>
<td>$P_{\text{tr}}^\text{max}$</td>
<td>the transmit power of SU $u_k^i$</td>
</tr>
<tr>
<td>$P_{\text{tr}}^\text{max}$</td>
<td>the circuit power consumption of SU $u_k^i$</td>
</tr>
<tr>
<td>$P_{\text{dr}}^\text{max}$</td>
<td>the idle power consumption of SU $u_k^i$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>the drain efficiency of PA</td>
</tr>
<tr>
<td>$g_{k,h}$</td>
<td>the channel gain from device $v_1$ to device $v_2$, where device $v_1$ and device $v_2$ can be any device, i.e. SU, CU, CR router, and BS.</td>
</tr>
</tbody>
</table>

### III. Problem Formulation

In this section, we formulate the energy minimization problem of the SUs in cell $c_i$ when they share the uplink CFBs of the neighbor cells $c_j^i$ ($1 \leq j \leq 6$). Let $U_i = \{u_k^i, 1 \leq k \leq |U_i|\}$ and $R_i = \{r_h^i, 1 \leq h \leq |R_i|\}$ denote the set of SUs and CR routers in cell $c_i$, respectively. Let $F_i = \{f_s, 1 \leq s \leq |F_i|\}$ denote the set of uplink CFBs used by the neighbor cells of $c_i$. Without loss of generality, we assume that $f_s$ is used by cell $c_{s+b}F_i$, where $b$ is an integer in the range $[0, \frac{6}{2} - 1]$. We define two variables $y_{k,h}^i \in \{0, 1\}$ and $y_{h,s} \in \{0, 1\}$ which indicate whether SU $u_k^i$ connects with CR router $r_h^i$, and whether the group of SUs connected with CR router $r_h^i$ share the uplink CFB $f_s$, respectively. As shown in Section II-A, each SU connects with one CR router, and each group of SUs that connect with one CR router select one uplink CFB of neighbor cells to share. Thus, we have $\sum_{k \in U_i} y_{k,h}^i = 1, \forall u_k^i \in U_i$ and $\sum_{h \in R_i} y_{h,s} = 1, \forall r_h^i \in R_i$.

The energy consumption of each SU is determined by the power consumption and the time fraction for transmission, both of which are closely related to the transmission rate of SU. In the following, we calculate the transmission rate of SU $u_k^i$ when it connects with CR router $r_h^i$ and shares the uplink CFB $f_s$, $x_{u_k^i}(r_h^i, f_s)$. Let $g_{k,h}^i$ denote the channel gain from device $v_1$ to device $v_2$, where device $v_1$ and device $v_2$ can be any device, i.e. SU, CU, CR router, and BS. According to the Shannon’s capacity formula, $x_{u_k^i}(r_h^i, f_s)$ equals

$$x_{u_k^i}(r_h^i, f_s) = W \log \left( 1 + \frac{P_{\text{tr}}^\text{max} u_k^i y_{k,h}^i}{P_{\text{tr}}^\text{max} h, s} \right).$$

Here, $P_{\text{tr}}^\text{max} i, r_h^i$ is the maximum level of interference and noise power at CR router $r_h^i$ when uplink CFB $f_s$ is selected; $W$ and $I_{tr}$ are the bandwidth of an uplink CFB, and the transmit power of SU $u_k^i$, respectively. Since the selected uplink CFB is not only used by the neighbor cells, but also the cells far away, the interference comes from the devices in all the related cells that use the uplink CFB $f_s$ [29]. Considering that it is difficult to obtain the necessary information for interference calculations from all the related cells, in this paper, we propose to obtain $P_{\text{tr}}^\text{max} i, r_h^i$ by measuring it at $r_h^i$ during the inter-cell handshake process. Furthermore, the natural logarithm is adopted, thus the unit of $x_{u_k^i}(r_h^i, f_s)$ is “nats/Hz”.

Let $Q_{u_k^i}$ denote the average rate requirement of SU $u_k^i$. Then, the fraction of time needed to satisfy $Q_{u_k^i}$ when SU $u_k^i$ connects with CR router $r_h^i$ and shares the uplink CFB $f_s$, $t_{u_k^i}(r_h^i, f_s)$, equals

$$t_{u_k^i}(r_h^i, f_s) = \frac{Q_{u_k^i}}{x_{u_k^i}(r_h^i, f_s)}.$$

As shown in Section II-A, when SU $u_k^i$ transmits, the other SUs that share the same spectrum do not transmit.
Then, during the time $t_{uk}^{f_s}(r_k^i, f_s^i)$, the energy consumption of the SUs that share the uplink CFB $f_s^i, E_{t_{uk}^{f_s}(r_k^i, f_s^i)}$, can be calculated as follows:

$$E_{t_{uk}^{f_s}(r_k^i, f_s^i)} = t_{uk}^{f_s}(r_k^i, f_s^i) \times \left( \frac{P_c^u}{W} + \sum_{r_j^i \in R_i} y_{h,s}^{u,k} k_{h,s}(r_j^i, f_s^i) \right),$$

(3)

where $P_c^u$ and $P_{id}^u$ is the circuit power consumption and idle power consumption of SU $u^i$.

Let $T_{idle}$ denote the fraction of time during which all the SUs that share the uplink CFB $f_s^i$ are idle. That is,

$$T_{idle} = 1 - \sum_{u^i \in U \setminus R_i} \sum_{r_j^i \in R_i} y_{h,s}^{u,k} k_{h,s}(r_j^i, f_s^i).$$

(4)

The energy consumption of the SUs that share the uplink CFB $f_s^i$ during the time $T_{idle}, E_{T_{idle}}^{f_s}$, can be calculated by

$$E_{idle}^{f_s} = T_{idle} \times \left( \sum_{u^i \in U \setminus R_i} \sum_{r_j^i \in R_i} y_{h,s}^{u,k} k_{h,s}(r_j^i, f_s^i) \right).$$

(5)

Thus, the total energy consumption of the SUs that share the uplink CFB $f_s^i, E_{total}^{f_s}$, can be calculated as follows:

$$E_{total}^{f_s} = \sum_{f_s^i \in F} \sum_{u^i \in U \setminus R_i} \sum_{r_j^i \in R_i} y_{h,s}^{u,k} k_{h,s}(r_j^i, f_s^i) + E_{idle}^{f_s}.$$  

(6)

Therefore, the total energy consumption of all the SUs in cell $c_i, E_{total}^{c_i}$, equals

$$E_{total}^{c_i} = \sum_{f_s^i \in F} E_{total}^{f_s}.$$  

(7)

Applying equations (1)-(6), after some simplifications, equation (7) can be expressed as

$$E_{total}^{c_i} = \sum_{f_s^i \in F} \sum_{u^i \in U \setminus R_i} \sum_{r_j^i \in R_i} \left( y_{h,s}^{u,k} k_{h,s} Q_{uk}^s \times \left( \frac{P_c^u}{W} + P_{id}^u - P_{id}^{u,k} \left( \sum_{r_j^i \in R_i} y_{h,s}^{u,k} k_{h,s}(r_j^i, f_s^i) \right) \right) + \frac{P_{id}^{u,k}}{W} \sum_{r_j^i \in R_i} y_{h,s}^{u,k} k_{h,s}(r_j^i, f_s^i) \right).$$  

(8)

Furthermore, we have

$$y_{h,s}^{u,k,h}, k_{h,s}(r_j^i, f_s^i) = \left( y_{h,s}^{u,k,h}, k_{h,s} \right)^2 + \sum_{r_j^i \in R_i \setminus \{r_j^i\}} y_{h,s}^{u,k,h}, k_{h,s}(r_j^i, f_s^i).$$

(10)

Since $\sum_{r_j^i \in R_i} y_{h,s}^{u,k,h}$ equals 1, $y_{h,s}^{u,k,h}$ and $y_{h,s}^{u,k,h}$ cannot both equal 1 when $h \neq h'$. That is,

$$\sum_{r_j^i \in R_i} y_{h,s}^{u,k,h}, k_{h,s}(r_j^i, f_s^i) = 0.$$  

(9)

Thus, equation (10) can be simplified to

$$y_{h,s}^{u,k,h}, k_{h,s}(r_j^i, f_s^i) = y_{h,s}^{u,k,h}.$$  

(11)

Next, we discuss the constraints of the considered energy minimization problem. The first constraint is that the interference from the SUs in cell $c_i$ to the BS of each neighbor cell should not be higher than the value given in the handshake process. Since $f_s^i$ is used by cell $c_{i+1} \in F_i$, we know that cell $c_j$ uses the uplink CFB $f_s^i \mod \{F_i\} + 1$. Let $I_{max}^{BS_j}$ denote the maximum allowed interference from the SUs in cell $c_i$ to the BS of neighbor cell $c_j$. Then, this constraint can be expressed as follows:

$$y_{h,(j-1) \mod \{F_i\} + 1}^{u,k,h}, k_{h,(j-1) \mod \{F_i\} + 1}^{u,k,h} \leq I_{max}^{BS_j}, \forall u^i_k \in U_k, \forall r_j^i \in R_j, \forall j \in [1, 6].$$

(12)

The second constraint is that the transmit power of SUs should not be larger than the given maximum transmit power $P_{tr}^{max}$, that is,

$$P_{tr}^{u,k} \leq P_{tr}^{max}, \forall u^i_k \in U_k.$$  

(13)

The third constraint is that the total average rate requirement of the SUs connected with each CR router should not be larger than the given average data rate from each CR router to the BS. Let $A_i^r$ denote the given average data rate from CR router $r_j^i$ to $BS_i$. Then, this constraint can be expressed as

$$\sum_{u^i_k \in U_k} y_{h,s}^{u,k,h} Q_{uk}^s \leq A_i^r, \forall r_j^i \in R_j.$$  

(14)
The fourth constraint is that the total time fraction of the SUs that share the same uplink CFB should be no more than 1. That is,

\[
\sum_{u_k^i \in U_i} \sum_{r_{i,k} \in R_i} y_{h,s}^2 y_{h}^1 Q_k^2 \left( \frac{P_{u_k}^{u_k}}{\theta} + P_c - P_{id} \right) + \sum_{u_k^i \in U_i} P_{id}^{u_k},
\]

s.t. \( \sum_{r_{i,k} \in R_i} y_{h,k}^4 = 1,\forall u_k^i \in U_i, \) \( \sum_{r_{i,k} \in R_i} y_{h}^1 = 1,\forall r_{i,k} \in R_i, \) \( \sum_{f_j \in F} y_{h,i}^1 (j-1) \mod |F_j| + 1 y_{f_i,k}^1 BS_j \leq P_{tr}^{BS_j}, \)

\( \forall u_k^i \in U_i,\forall r_{i,k} \in R_i,\forall f_j \in [1,6], \) \( P_{tr}^{u_k} \leq P_{tr}^{max},\forall u_k^i \in U_i, \) \( \sum_{u_k^i \in U_i} y_{h,k}^1 Q_k^2 \leq A_{h,k},\forall r_{i,k} \in R_i, \)

\[
\sum_{u_k^i \in U_i} \sum_{r_{i,k} \in R_i} y_{h,s}^2 y_{h,k}^1 Q_k^2 \leq 1,\forall f_j \in F_j, \quad \text{var. } y_{h,k}^1 \in \{0,1\},\forall u_k^i \in U_i,\forall r_{i,k} \in R_i,\forall f_j \in F_j, \quad P_{tr}^{u_k} > 0,\forall u_k^i \in U_i.
\]

Obviously, Problem (18) is an MINLP, which is difficult to solve in general. To solve Problem (18), we decompose it into two nested subproblems: a transmit power optimization subproblem and a CR router and uplink CFB selection subproblem. Then, we solve these two subproblems iteratively. In particular, given the CR router and uplink CFB selections, we optimize the transmit power of the SUs. Then, based on the solution to the transmit power optimization subproblem, a two-level nested game theoretic approach is proposed to improve the CR router and uplink CFB selections iteratively. The proposed solution is indeed not globally optimal but effective. We will evaluate its performance in Section VI.

IV. TRANSMIT POWER OPTIMIZATION GIVEN CR ROUTER AND CFB SELECTIONS

When the selections of CR router and uplink CFB are given, we know the CR router and uplink CFB selection of each SU. Let \( r_{i,j}^k (u_k^i) \) and \( f_j^k (u_k^i) \) denote the connected CR router and the selected uplink CFB of SU \( u_k^i \), respectively. Let \( U_i^{f_j} \) denote the set of SUs in cell \( c_i \) that use uplink CFB \( f_j \). Then, Problem (18) can be simplified as

\[
\min_{u_k^i \in U_i} \sum_{u_k^i \in U_i} \sum_{r_{i,k} \in R_i} \left( \frac{Q_k^2 u_k^i}{W \log \left( 1 + \frac{P_{tr}^{u_k} r_{i,k}^h (u_k^i)}{P_{tr}^{f_j} r_{i,k}^h (u_k^i)} \right)} \right) \times \left( \frac{P_{tr}^{u_k}}{\theta} + P_c - P_{id} \right) + \sum_{u_k^i \in U_i} P_{id}^{u_k},
\]

s.t. \( P_{tr}^{u_k} g_{u_k}^{BS_j} (u_k^i) + |\varphi_{u_k}^i| \leq P_{tr}^{BS_j}, \forall u_k^i \in U_i,\forall \varphi_{u_k}^i \in [0,6] |F_j| - 1 \), \( P_{tr}^{u_k} \leq P_{tr}^{max},\forall u_k^i \in U_i, \)

\[
\sum_{u_k^i \in U_i} \sum_{r_{i,k} \in R_i} y_{h,s}^2 y_{h,k}^1 Q_k^2 \leq 1,\forall f_j \in F_j, \quad \text{var. } P_{tr}^{u_k} > 0,\forall u_k^i \in U_i.
\]

To simplify the optimization process, we change the variable from \( P_{tr}^{u_k} \) to \( t \left( P_{tr}^{u_k} \right) \) as follows. Since

\[
t \left( P_{tr}^{u_k} \right) \triangleq \frac{Q_k^{u_k}}{W \log \left( 1 + \frac{P_{tr}^{u_k} r_{i,k}^h (u_k^i)}{P_{tr}^{f_j} r_{i,k}^h (u_k^i)} \right)} \quad \text{var. } y_{h,k}^1 \in \{0,1\},\forall u_k^i \in U_i,\forall r_{i,k} \in R_i,\forall f_j \in F_j, \quad P_{tr}^{u_k} > 0,\forall u_k^i \in U_i,
\]

we have

\[
P_{tr}^{u_k} = \frac{P_{tr}^{u_k} r_{i,k}^h (u_k^i) \exp \left( - \frac{Q_k^{u_k}}{W \log \left( 1 + \frac{P_{tr}^{u_k} r_{i,k}^h (u_k^i)}{P_{tr}^{f_j} r_{i,k}^h (u_k^i)} \right)} \right)}{1 - \exp \left( - \frac{Q_k^{u_k}}{W \log \left( 1 + \frac{P_{tr}^{u_k} r_{i,k}^h (u_k^i)}{P_{tr}^{f_j} r_{i,k}^h (u_k^i)} \right)} \right)}.
\]

From equation (20), we know that \( t \left( P_{tr}^{u_k} \right) \) is a decreasing function of \( P_{tr}^{u_k} \). Then, Constraints (19a) and (19b) can be
expressed as

\[
t\left( P_{tr}^{u_k} \right) \geq \frac{Q_{u_k}}{W \log \left( 1 + \frac{\alpha \left( r_{IN}^{\star} + \frac{C_{IN}}{\sigma_{\nu}^2} \right)}{r_{tr}^{\star}(\nu) h_{u_k}^\nu} \right)}, \forall u_k \in U_t, \forall \nu \in \left[ 0, \frac{\theta}{\tau} - 1 \right],
\]

and

\[
t\left( P_{tr}^{u_k} \right) \geq \frac{Q_{u_k}}{W \log \left( 1 + \frac{\max_{\nu} \left( r_{IN}^{\star} + \frac{C_{IN}}{\sigma_{\nu}^2} \right)}{r_{tr}^{\star}(\nu) h_{u_k}^\nu} \right)}, \forall u_k \in U_t.
\]

Combining inequalities (22) and (23), we have

\[
t\left( P_{tr}^{u_k} \right) \geq \alpha u_k, \forall u_k \in U_t,
\]

where \( \alpha u_k \) equals

\[
W \log \left( \frac{\min_{\nu} \frac{r_{IN}^{\star}(\nu) + |\frac{C_{IN}}{\sigma_{\nu}^2}|}{r_{tr}^{\star}(\nu) h_{u_k}^\nu}}{\min_{\nu} \left( \frac{r_{IN}^{\star}(\nu) + |\frac{C_{IN}}{\sigma_{\nu}^2}|}{r_{tr}^{\star}(\nu) h_{u_k}^\nu} \right)} \right).
\]

Applying (21), Problem (19) can be recast to

\[
\min_{u_k \in U_t} \left( t \left( P_{tr}^{u_k} \right) \frac{P_{IN}^{u_k} r_{tr}^{\star}(\nu)}{\theta g_{u_k}^{\nu}(\nu)} - \frac{Q_{u_k}}{W t \left( P_{tr}^{u_k} \right)} \right) - 1 + P_{c}^{u_k} - P_{id}^{u_k} \right) + \sum_{u_k \in U_t} P_{id}^{u_k},
\]

s.t. \( t \left( P_{tr}^{u_k} \right) \geq \alpha u_k, \forall u_k \in U_t, \) \( \sum_{u_k \in U_t} t \left( P_{tr}^{u_k} \right) \leq 1, \forall f_{tr} \in F_t, \)

var. \( t \left( P_{tr}^{u_k} \right), \forall u_k \in U_t. \)

From Problem (25), we can easily find that the optimization processes of the SUs that use different uplink CFBs are independent of each other. Thus, Problem (25) can be divided into \( |F_t| \) separate subproblems, and solved in a parallel manner. For the SUs that use uplink CFB \( f_{tr}^* \), the energy minimization problem can be expressed as follows:

\[
\min_{u_k \in U_t^f} \left( t \left( P_{tr}^{u_k} \right) \frac{P_{IN}^{u_k} r_{tr}^{\star}(\nu)}{\theta g_{u_k}^{\nu}(\nu)} - \frac{Q_{u_k}}{W t \left( P_{tr}^{u_k} \right)} \right) - 1 + P_{c}^{u_k} - P_{id}^{u_k} \right) + \sum_{u_k \in U_t^f} P_{id}^{u_k},
\]

s.t. \( t \left( P_{tr}^{u_k} \right) \geq \alpha u_k, \forall u_k \in U_t^f, \)

\[
\sum_{u_k \in U_t^f} t \left( P_{tr}^{u_k} \right) \leq 1, \forall f_{tr} \in F_t, \)

var. \( t \left( P_{tr}^{u_k} \right), \forall u_k \in U_t^f. \)

**Theorem 1:** Problem (26) is a convex optimization problem.

**Proof:** Obviously, the constraint set of Problem (26) is a convex set. The second-order derivative of the objective function can then be expressed as

\[
\frac{\partial L}{\partial t \left( P_{tr}^{u_k} \right)} = 0, \quad \eta_{u_k} \left( \alpha u_k - t^* \left( P_{tr}^{u_k} \right) \right) = 0,
\]

and \( \lambda^* \left( \sum_{u_k \in U_t^f} t^* \left( P_{tr}^{u_k} \right) - 1 \right) = 0, \)

where \( \eta_{u_k} \) and \( \lambda \) denote the Lagrangian multipliers of the constraints (26a) and (26b), respectively. The Lagrangian function can then be expressed as

\[
L \left( t, \eta, \lambda \right) = \sum_{u_k \in U_t^f} \left( t \left( P_{tr}^{u_k} \right) \frac{P_{IN}^{u_k} r_{tr}^{\star}(\nu)}{\theta g_{u_k}^{\nu}(\nu)} - \frac{Q_{u_k}}{W t \left( P_{tr}^{u_k} \right)} \right) - 1 + P_{c}^{u_k} - P_{id}^{u_k} \right) + \sum_{u_k \in U_t^f} P_{id}^{u_k} + \lambda \left( \sum_{u_k \in U_t^f} t \left( P_{tr}^{u_k} \right) - 1 \right)
\]

where \( t \) and \( \eta \) are the vectors whose elements are \( t \left( P_{tr}^{u_k} \right) \) and \( \eta_{u_k} \), respectively. Since Problem (26) is convex, the necessary and sufficient conditions for optimality are given by Karush-Kuhn-Tucker (KKT) conditions [30], i.e., for all \( u_k \in U_t^f. \)
where $t^\star\left(P_{tr}^{u_i}\right)$, $\eta_{u_i}^\star$, and $\lambda^\star$ are the optimal $t\left(P_{tr}^{u_i}\right)$, $\eta_{u_i}$, and $\lambda$, respectively. The optimal Lagrangian multipliers $\eta_{u_i}$ and $\lambda^\star$ can be computed by the interior point method, as shown in Chapter 11 of the book [30]. After obtaining the optimal Lagrangian multipliers, $t^\star\left(P_{tr}^{u_i}\right)$ can be calculated by applying $\eta_{u_i}^\star$ to equation $\eta_{u_i}^\star\left(\alpha_{u_i} - t^\star\left(P_{tr}^{u_i}\right)\right) = 0$. The optimal value of $P_{tr}^{u_i}$ when $y_{r_i,k}^1$ and $y_{r_i,s}^2$ are given can then be obtained accordingly.

V. TWO-LEVEL GAME THEORETIC APPROACH FOR CR ROUTER AND CFB SELECTIONS

In this section, we propose two nesting coalition games to improve the CR router and uplink CFB selections, respectively. In the outer level, a CFB selection coalition game is used to determine the uplink CFB selection for the group of SUs that connect with each CR router, $y_{r_i,s}^2$. In each step of the CFB selection coalition game, $y_{r_i,s}^2$ is given, and a CR router selection coalition game is adopted to determine the CR router selection of the SUs, $y_{r_i,k}^1$. Next, we present the details of these two nesting coalition games.

A. CR router selection coalition game

In the CR router selection coalition game, the SUs in cell $c_i$ are treated as players. They form $|R_i|$ coalitions to minimize the system utility. Let $Z = \{Z_1, Z_2, ..., Z_h, ..., Z_{|R_i|}\}$ denote the $|R_i|$ coalitions of SUs. Without loss of generality, we assume that CR router $r_i$ is connected with the SU(s) in coalition $Z_h$. If $Z_h = \emptyset$, CR router $r_i$ is not connected with any SU. Obviously, we have $Z_h \cap Z_{h'} = \emptyset$ for any $h \neq h'$, and $Z_h = U_h$. Since $y_{r_i,s}^2$ is given, we can obtain $U_{r_i}^{f_i}$ according to the coalition partition of the SUs, $Z$. Then, the transferable utility of the SUs in $U_{r_i}^{f_i}$ under the coalition partition $Z$, $\varphi_{f_i}(Z)$, can be defined as the minimum energy consumption of the SUs in $U_{r_i}^{f_i}$, which can be obtained by solving Problem (26). If the solution of Problem (26) does not exist, $\varphi_{f_i}(Z)$ is set to $-\infty$. Let $F_{r_i}^{r_i,\star}$ denote the set of uplink CFBs used by the SUs connected with $r_i$. The Nash-stable coalition partition of SUs in CR router selection coalition game can be defined as follows.

Definition 1: In the CR router selection coalition game, a coalition partition $Z$ is Nash-stable if $\forall u_i^k \in Z_h \in Z$, for all $Z_h' \in Z \setminus \{Z_h\}$, the following conditions cannot both be satisfied:

\[
\sum_{f_i^\star \in F_{r_i}^{r_i,\star}} \varphi_{f_i}(Z) > \sum_{f_i^\star \in F_{r_i}^{r_i,\star}} \varphi_{f_i}(Z_{\text{temp}1}),
\]

\[
\sum_{u_i^k \in Z_h'} Q_{u_i^k} \leq A_{r_i}^{f_i} \forall Z_{h'} \in Z_{\text{temp}1},
\]

where $Z_{\text{temp}1} = (Z \setminus \{Z_h, Z_h'\}) \cup \{Z_h \setminus \{u_i^k\}, Z_h' \cup \{u_i^k\}\}$.

Algorithm 1: The algorithm of the CR router selection coalition game

1. Initialization: Generate a random coalition partition of SUs $Z_{ini}$ that satisfies $\sum_{u_i^k \in Z_h} A_{h} \forall Z_h \in Z_{ini}$;
2. Set the current coalition partition of SUs $Z_{cur}$ as $Z_{ini}$;
3. While The coalition partition of SUs does not converge to the final Nash-stable partition $Z_{final}$ do
4. Randomly select an SU (i.e. $u_i^k$) in a coalition (i.e. $Z_h$);
5. Randomly select a coalition (i.e. $Z_{h'}$) in $Z_{cur} \setminus \{Z_h\}$;
6. Let $Z_{nex}$ denote the coalition partition when $u_i^k$ is moved from coalition $Z_h$ to $Z_{h'}$, which equals $(Z_{cur} \setminus \{Z_h, Z_{h'}\}) \cup \{Z_h \setminus \{u_i^k\}, Z_{h'} \cup \{u_i^k\}\}$;
7. For $\forall f_i^\star \in F_{r_i}^{r_i,\star}$, calculate $\varphi_{f_i}(Z_{cur})$ and $\varphi_{f_i}(Z_{nex})$ by solving Problem (26);
8. if $\sum_{f_i^\star \in F_{r_i}^{r_i,\star}} \varphi_{f_i}(Z_{nex}) < \sum_{f_i^\star \in F_{r_i}^{r_i,\star}} \varphi_{f_i}(Z_{cur})$ and $\sum_{u_i^k \in Z_h} Q_{u_i^k} \leq A_{h} \forall Z_h \in Z_{nex}$ then
9. Move SU $u_i^k$ from $Z_h$ to $Z_{h'}$;
10. Update the current partition set $Z_{cur}$ to $Z_{nex}$;
11. Output the final Nash-stable partition $Z_{final}$ and the corresponding minimum energy consumption under the given $y_{r_i,s}^2$.

The detailed process of the CR router selection coalition game is described as follows, as shown in Algorithm 1. It contains two sub-processes: the initial sub-process and the adjusting sub-process. In the initial sub-process, we generate a random coalition partition $Z_{ini}$ that satisfies $\sum_{u_i^k \in Z_h} A_{h} \forall Z_h \in Z_{ini}$. In the adjusting sub-process, the current coalition partition $Z_{cur}$ is first set to $Z_{ini}$. In each round, we randomly select an SU $u_i^k \in Z_h$ and a coalition $Z_{h'} \in Z_{cur} \setminus \{Z_h\}$. Let $Z_{nex}$ denote the coalition partition when $u_i^k$ is moved from coalition $Z_h$ to $Z_{h'}$, which equals $(Z_{cur} \setminus \{Z_h, Z_{h'}\}) \cup \{Z_h \setminus \{u_i^k\}, Z_{h'} \cup \{u_i^k\}\}$. Then, for $\forall f_i^\star \in F_{r_i}^{r_i,\star}$, we calculate $\varphi_{f_i}(Z_{cur})$ and $\varphi_{f_i}(Z_{nex})$ by solving Problem (26). If

\[
\sum_{f_i^\star \in F_{r_i}^{r_i,\star}} \varphi_{f_i}(Z_{nex}) < \sum_{f_i^\star \in F_{r_i}^{r_i,\star}} \varphi_{f_i}(Z_{cur}),
\]

and

\[
\sum_{u_i^k \in Z_h} Q_{u_i^k} \leq A_{h} \forall Z_h \in Z_{nex},
\]

then, $u_i^k$ is moved from coalition $Z_h$ to $Z_{h'}$, and $Z_{cur}$ is updated to $Z_{nex}$. Otherwise, the movement is not executed. After a limited number of iterations, the coalition partition $Z_{cur}$ converges to the final Nash-stable partition $Z_{final}$.

The convergence and stability of the CR router selection coalition game is given in Theorem 2.

Theorem 2: Algorithm 1 converges to the Nash-stable partition $Z_{final}$ in finite time with probability 1.
Proof: Suppose that the final coalition partition $Z_{\text{final}}$ obtained from Algorithm 1 is not Nash-stable. According to Definition 1, we can find a $u^*_k \in Z_h \in Z_{\text{final}}$, a $Z_h' \in Z_{\text{final}} \setminus \{Z_h\}$, and a $Z_{\text{temp2}} = (Z_{\text{final}} \setminus \{Z_h, Z_h'\}) \cup \{Z_h \setminus \{u^*_k\}, Z_h' \cup \{u^*_k\}\}$, which satisfy

$$\sum_{f_i \in F_i} \varphi_{f_i}(Z_{\text{final}}) > \sum_{f_i \in F_i} \varphi_{f_i}(Z_{\text{temp2}}),$$

(33)

and

$$\sum_{u_k \in Z_{h'}} Q_{u_k} \leq A_{h'}^{\text{total}}, \forall Z_{h'} \in Z_{\text{temp2}}.$$

(34)

In this case, we can move $u^*_k$ from coalition $Z_h$ to $Z_h'$ to further reduce the system utility, which contradicts to the supposition that $Z_{\text{final}}$ is the final coalition partition. Thus, Algorithm 1 converges to the Nash-stable partition $Z_{\text{final}}$ with probability 1. Furthermore, since the number of coalitions in the CR router selection coalition game is $|R_{\text{final}}|$, the number of possible coalition partitions is the Bell number [31]. Therefore, Algorithm 1 converges in finite time.

B. The CFB selection coalition game

In the CFB selection coalition game, the CR routers are treated as players. They form the coalition $F_i$ of coalitions to minimize the system utility. Let $D = \{D_1, D_2, ..., D_s, ..., D_{|F_i|}\}$ denote the $|F_i|$ coalitions of CR routers. Without loss of generality, we assume that the uplink CFB $f_i^s$ is used by the SUs that connect with the CR router(s) in coalition $D_s$. If $D_s = \emptyset$, the uplink CFB $f_i^s$ is not used by any SU. Obviously, we have $D_s \cap D_{s'} = \emptyset$ for any $s \neq s'$, and $\bigcup_{f_i \in F_i} D_s = R_s$. The transferable utility of all the SUs under the coalition partition $D$, $\varphi_{\text{total}}(D)$, is defined as the minimum energy consumption of all the SUs after the CR router selection, which can be obtained by executing the CR router selection coalition game in Section V-A. We further define the Nash-stable coalition partition in the CFB selection coalition game as follows.

Definition 2: In the CFB selection coalition game, a coalition partition $D$ is Nash-stable if $\forall r^h_i \in D_s \in D$, for all $D_{s'} \in D \setminus \{D_s\}$, we have

$$\varphi_{\text{total}}(D) \leq \varphi_{\text{total}}(D_{\text{temp}}),$$

(35)

where $D_{\text{temp}} = (D \setminus \{D_s, D_{s'}\}) \cup \{D_s \setminus \{r^h_i\}, D_{s'} \cup \{r^h_i\}\}$. Similarly, the CFB selection coalition game contains two sub-processes: the initial sub-process and the adjusting sub-process, as shown in Algorithm 2. In the initial sub-process, the random coalition partition of the CR routers $D_{\text{ini}}$ is generated. In the adjusting sub-process, the current coalition partition of the CR routers, $D_{\text{cur}}$, is first set to $D_{\text{ini}}$. In each round, we try to move a CR router from one coalition to another coalition to further reduce the system transferable utility. Specifically, we randomly select a CR router (i.e. $r^h_i$) from a coalition (i.e. $D_s$) and a coalition (i.e. $D_{s'}$) in $D_{\text{cur}} \setminus \{D_s\}$. Let $D_{\text{nex}}$ denote the coalition partition when $r^h_i$ is moved from coalition $D_s$ to $D_{s'}$, which equals $(D_{\text{cur}} \setminus \{D_s, D_{s'}\}) \cup \{D_s \setminus \{r^h_i\}, D_{s'} \cup \{r^h_i\}\}$. Then, we calculate $\varphi_{\text{total}}(D_{\text{cur}})$ and $\varphi_{\text{total}}(D_{\text{nex}})$ by executing the CR router selection coalition game in Section V-A. If

$$\varphi_{\text{total}}(D_{\text{nex}}) < \varphi_{\text{total}}(D_{\text{cur}}),$$

(36)

then, we move $r^h_i$ from coalition $D_s$ to $D_{s'}$, and update $D_{\text{cur}}$ to $D_{\text{nex}}$. Otherwise, we do not execute the movement. After a limited number of iterations, the coalition partition $D_{\text{cur}}$ converges to the final Nash-stable partition $D_{\text{final}}$.

The convergence and stability of the CFB selection coalition game is given in Theorem 3.

Theorem 3: Algorithm 2 converges to the Nash-stable partition $D_{\text{final}}$ in finite time with probability 1.

The proof of Theorem 3 is similar to the proof of Theorem 2 and thus is omitted here.

VI. PERFORMANCE EVALUATION

In this section, we carry out simulations to evaluate the performance of the proposed algorithms and the performance gains brought by the CR router and neighbor resource sharing. In the simulation, the multi-cell CCHN contains one central cell surrounded by six neighbor cells. The frequency reuse factor is set to 7. The radius of each cell is 500 m. The BS locates at the center of each cell, and the CUs, SUs, and the CR routers are uniformly distributed in each cell. We adopt the same power parameters as [28] and [32] such that the circuit power consumption, the idle power consumption, and the drain efficiency of PA are set to 106.4 mW, 25 mW, and 0.2, respectively. The channel gain is obtained from the log-distance path-loss model with a path-loss exponent of 4. The number of CUs in each cell, the maximum transmit power of SUs, the noise power density, and the bandwidth of an uplink CFB are set to 20, 23 dBm, -174 dBm/Hz, and 1 MHz, respectively. The average data rate from each CR router...
to the BS is set to 10 Mnats/s. The transmit power and the rate requirement of CUs are respectively set to 23 dBm and 200 knats/s, which can be used to calculate the maximum allowed interference power at each BS. In the process of a game, a round is called “an unsuccessful round” if the movement of players is not executed. To facilitate simulation, we use the maximum number of consecutive unsuccessful rounds (MCUR) to approximate the Nash-stable state. That is, if the number of consecutive unsuccessful rounds is greater than the given MCUR, the current state of the considered game is treated as Nash-stable state, and the game is terminated. Furthermore, since in this paper, the time resource is normalized to “1”, the energy consumption in a unit time is equivalent to the average power consumption.

A. Comparison with the optimal solution

Fig. 3 shows the energy comparison of the proposed algorithm with the optimal solution obtained from exhaustive search. Since the computational complexity of the exhaustive search method increases exponentially with the network size, we can only obtain the solution for a small network with seven SUs and three CR routers. We consider 30 random cases, and in each random case, the rate requirement of SUs is randomly set in the range of [100 knats/s, 1700 knats/s]. From Fig. 3, we can see that the energy consumption of the proposed algorithm is close to the optimal solution when the MCUR is no less than 50.

B. Comparison with other policies

Fig. 4 shows the energy comparison of the proposed optimal power transmission policy and the maximum power transmission policy under different rate requirements and different numbers of SUs when given a random CR router and uplink CFB selection. In the maximum power transmission policy, the transmit power of each SU is set to the maximum value that satisfies constraints (19a) and (19b). The reason that we select the maximum power transmission policy as the benchmark is as follows. The maximum power transmission policy is indeed a fixed power policy. Considering that the left-hand side of constraint (19c) is minimized when the transmit power of each SU is maximized, in the maximum power transmission policy, constraint (19c) will be satisfied if the solution exists. That is, the maximum power transmission policy can accommodate the maximum number of SUs and allow the maximum rate requirements. In order to cover all the configurations of simulation parameters, we select the maximum power transmission policy as the benchmark to represent the fixed power policy. We want to show in this simulation how much gain we can obtain by dynamically adjusting the transmit power, compared with the fixed power policy. In the first subfigure, the rate requirement of SUs varies from 100 knats/s to 1100 knats/s when the number of SUs is set to 20; while in the second subfigure, the number of SUs varies from 10 to 30 when the rate requirement of SUs is set to 600 knats/s. The number of CR routers in both subfigures is set to 10. From Fig. 4, we can see that compared with the maximum power transmission policy, the optimal power transmission policy can at most save 87%-88% of the energy consumption.

Fig. 5 and Fig. 6 show the energy consumption of the CR router selection coalition game (CG) versus the nearest-first (NF), the farthest-first (FF), and the random-selection (RS) policies under the optimal transmit power setting when given a random uplink CFB selection. In NF, FF, and RS policy of CR router selection, each SU connects with the nearest, the farthest, and a random-selected CR router that satisfies constraint (15), respectively. In Fig. 5, the rate requirement of SUs varies from 100 knats/s to 1000 knats/s when the number of SUs equals 20; while in Fig. 6, the number of SUs varies...
from 12 to 45 when the rate requirement of SUs equals 430 knats/s. The number of CR routers and the MCUR in both figures are set to 10 and 200, respectively. In FF and RS policies, some points are not provided because the solution in these settings does not exist. From Fig. 5 and Fig. 6, we can see that the proposed CR router selection CG policy outperforms the NF, FF, and RS policies. The maximum energy saving ratio reaches 81%-94%. Another observation from these two figures is that compared with the NF, FF, and RS policies, the proposed CG policy is more likely to achieve a bigger energy saving ratio when the rate requirement or the number of the SUs is large. The reasons are as follows. Since the uplink CFB selection is given, the selection of CR router is indeed equivalent to the selection of CFB. When the rate requirement or the number of the SUs is small, the time resource of each CFB is abundant. Thus, the effect of CR router selection on the system energy consumption is small. However, when the rate requirement or the number of the SUs is large, the time resource of each CFB is insufficient. In this case, we need to carefully select the CR router for the SUs to make sure that each CFB has similar traffic load. Thus, the proposed CG policy can achieve a bigger energy saving ratio.

Fig. 7 and Fig. 8 show the energy consumption of the CFB selection CG versus the NF, the FF, and the RS policies under the optimal transmit power setting and the CR router selection CG policy. In NF and FF policy of CFB selection, the group of SUs that connect with each CR router selects the CFB that is used by the nearest and farthest BS from the CR router, respectively; in RS policy of CFB selection, the group of SUs that connect with each CR router selects a random CFB. In Fig. 7, the rate requirement of SUs varies from 700 knats/s to 1700 knats/s when the number of SUs equals 20; while in Fig. 8, the number of SUs varies from 18 to 45 when the rate requirement of SUs equals 770 knats/s. The number of CR routers and MCUR in both figures are set to 20 and 200, respectively. In NF and RS policies, some points are not provided because the solution in these settings does not exist. From Fig. 7 and Fig. 8, we can see that on the whole, the energy saving ratio of the CFB selection CG versus the NF, the FF, and the RS policies increases with the rate requirement or the number of the SUs. The maximum energy saving ratio reaches 27%-61%. The reasons are similar to those discussed in Fig. 5 and Fig. 6.
C. Some other discussions

Fig. 9 shows the energy consumption of the SUs versus the number of CR routers under different configurations of the rate requirement and the number of SUs when the MCUR is set to 200. From Fig. 9, we can see that under all configuration parameters, the energy consumption of the SUs decreases as the number of CR routers increases. This is because that when the number of CR routers increases, the SUs have a bigger CR router selection space and they can select more proper CR routers to reduce their energy consumption.

![Fig. 9. The effect of the number of CR routers.](image)

Fig. 10 shows the effect of the setting of MCUR on the energy consumption of the SUs and the computational complexity of the proposed solution. We consider 30 random cases, and in each random case, the number of SUs, the rate requirement of each SU, and the number of CR routers are randomly selected in the ranges of [20, 40], [100 knats/s, 500 knats/s], and [10, 25], respectively. From Fig. 10, we can see that the energy consumption of SUs has a big decrease when the value of MCUR changes from 20 to 50, but only decreases a little when the value of MCUR increases from 50 to 200. Furthermore, the computational complexity of the proposed solution increases quickly as the MCUR increases. In practice, we can select a proper MCUR according to the characteristics of the application scenario.

Fig. 11 compares the energy consumption and computational complexity with and without the assumption that the SUs connected with the same CR router select the same CFB of neighbor cells in the same random cases considered in Fig. 10. The MCUR is set to 100. From Fig. 11, we can see that the energy consumption of SUs with the assumption is close to the case without the assumption. That is, the performance cannot be improved by allowing the SUs connected with the same CR router to select different CFBs of the neighbor cells. However, the computational complexity with the assumption is much lower than the case without the assumption. The reason is that without the assumption, the convergence rate becomes much lower since the optimization space is greatly increased.

D. Performance comparison with and without CR routers

Fig. 12 and Fig. 13 show the energy consumption of the SUs and the network capacity under different rate requirements and different numbers of SUs with and without CR routers, respectively. When the CR routers are not used, the SUs connect with the BS directly. When the CR routers are used, the number of CR routers is set to 10. In the first subfigure of Fig. 12, the number of SUs is set to 20 while the rate requirement of SUs varies from 100 knats/s to 700 knats/s; in the second subfigure of Fig. 12, the rate requirement of SUs is set to 400 knats/s while the number of SUs varies from 10 to 30. The ranges of rate requirement and the number of SUs in Fig. 13 are the same as those in Fig. 12. The MCUR in both figures is set to 200. From these two figures, we can see that, 1) by using the CR routers, the energy consumption of the SUs can be saved at a ratio of around 30% on average; 2) when the rate requirement of the SUs is given, the cellular network with the CR routers can at most accommodate more SUs than the case without the CR routers by 6.6 times; 3) when the number of SUs is given, the maximum allowed rate requirement of the SUs in the case with the CR routers is at most 6.2 times bigger than the case without the CR routers.

E. Performance comparison with and without neighbor resource sharing

Fig. 14 and Fig. 15 show the energy consumption of the SUs and the network capacity under different rate requirements and different numbers of SUs with and without neighbor resource sharing, respectively. When the neighbor resource sharing is not adopted, the SUs share the resource of the CUs in their own cell. The number of CR routers is set to 10. In the first subfigure of Fig. 14, the number of SUs is set to 10 while the rate requirement of SUs varies from 30 knats/s to 130 knats/s; in the second subfigure of Fig. 14, the rate requirement of SUs is set to 60 knats/s while the number of SUs varies from 8 to 18. The ranges of rate requirement and the number of SUs in Fig. 15 are the same as those in Fig. 14. The MCUR in both figures is set to 200. From these two figures, we can see that, 1) with neighbor resource sharing, the energy consumption of the SUs can be saved at a ratio of 20%-47%; 2) when the rate requirement of the SUs is given, the cellular network with neighbor resource sharing can at most accommodate more SUs than the case without neighbor resource sharing by 71 times; 3) when the number of SUs is given, the maximum allowed rate requirement of the SUs in the case with neighbor resource sharing is at most 42 times bigger than the case without neighbor resource sharing.
Fig. 10. The effect of the setting of MCUR.

Fig. 11. The energy consumption and computational complexity with and without the assumption that the SUs connected with the same CR router select the same CFB of neighbor cells.

Fig. 12. Energy consumption with and without CR routers.

Fig. 13. Network capacity with and without CR routers.

Fig. 14. Energy consumption with and without neighbor resource sharing.
In this paper, we investigated the energy minimization problem of the SUs in the CCHN when they share the unlinked resource of the CUs in the neighbor cells. We jointly considered the transmit power optimization, CR router selection and CFB selection. We proposed an inter-cell hand shake process to ensure that the transmissions of SUs do not affect the transmissions of the CUs in neighbor cells, and formulated the energy minimization problem as an MINLP. To solve this problem, we decomposed it into a transmit power optimization problem, and a CR router and CFB selection problem. In particular, given the CR router and CFB selections, we showed that the transmit power optimization problem is convex and thus can be efficiently solved by typical methods. We further proposed a two-level game theoretic approach to improve the CR router and CFB selections. Simulation results show that the proposed algorithms that utilize the CR routers or the neighbor resource sharing, have significantly better performance. The average energy saving ratio can reach up to 30%-37%. Furthermore, when the rate requirement of the SUs is given, the cellular network with CR routers/neighbor resource sharing can accommodate more SUs than the case without CR routers/neighbor resource sharing by 6.6 times/71 times. When the number of SUs is given, the maximum allowed rate requirement of the SUs in the case with CR routers/neighbor resource sharing is up to 6.2 times/42 times bigger than the requirement of the SUs in the case with CR routers/neighbor resource sharing by 6.6 times/71 times.

In this paper, we mainly focused on the resource allocation from the pure communication aspect in a centralized CCHN architecture. In the future work, one interesting direction is to consider the joint optimization of the communication, computation, and caching (3C) resource by applying the mobile edge computing to the CCHN architecture. In this case, the optimization problem will become much more complicated and we need to develop more effective algorithms for finding the solution.
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