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Abstract—In this paper, we investigate the energy minimization (CRNs) [3] are proposed, and they are then used to handle
problem for a cognitive capacity harvesting network (CCHN), congestion problems [4]. With CRs, the secondary users
where secondary users (SUs) without cognitive radio (CR) capa- (SUs) can actively sense the unused licensed spectrum and

bility communicate with CR routers via device-to-device (D2D) tunistically utilize it t duct icati h
transmissions, and CR routers connect with base stations (BSs)Oppor unistically utilize 1t 1o conduct communications when

via CR links. Different from traditional D2D networks that D2D  the transmissions of the primary users (PUs) are not affected.
transmissions share the resource of cellular transmissions in  In the literature, CRNs have been widely investigated under

the same ceII! we consider the scenario that D2D transmissionsvarious network architectures, i.e., [5]-[9]. In [5], Fu et al.
share the uplink cellular frequency bands (CFBs) of neighbor ', etigated the energy-efficient communications in the one-

cells. To ensure that the transmissions from SUs do not affect h infrastruct b d CRN ith ltible-i i ltiol
the transmissions for the cellular users (CUs) in the neighbor "OP INirastructure-base S with muftiple-input muliple-

cells, an inter-cell handshake process is proposed. We formulate Output (MIMO) techniques. In [6], Wang et al. proposed
the energy minimization problem for SUs as a mixed integer a frequency-domain cooperative sensing and multi-channel

non-linear programming (MINLP). To solve this problem, we contention protocol for the cognitive radio ad-hoc networks
decompose it into two nested subproblems: a transmit power op- (CRANS): while in [7], Qu et al. studied the problem of

timization subproblem and a CR router and uplink CFB selection . . . .
subproblem. For the first subproblem, it is proved to be convex, network-coding-based multicast in CRANs considering both

and thus can be efficiently solved. For the second subproblem, we channel uncertainty and node mobility. In [8], [9], the authors
propose a two-level nested game theoretic approach to findind its studied the throughput maximization of SUs in the cooperative

soluti_on.__SimuIat!on results show that the pr_oposed algorithms CRNs where the SUs access primary resource by helping PUs
can significantly improve the performance. With the help of CR 15y hackets in one-hop and multi-hop manners. However, in
routers/the neighbor resource sharing, the energy consumption - . .
for SUs can be saved around 30%-37% on average. traditional arthtectgres of .CRNs, ‘one common drawback is
that the SUs, including the light-weighted hand-held end users,
should have CR capability, which indeed brings many design
challenges in implementation. In particular, the SUs should be
equipped with a reconfigurable antenna for data transmissions
and a dedicated antenna for spectrum monitoring/sensing,
As smart mobile phones become popular, mobile data trafieep monitoring/sensing the spectrum, and frequently switch
increases dramatically in recent years. According to the Cispbetween different available frequency channels, which will
Visual Networking Index, the mobile data traffic will growcomplicate the hardware design and consume a significant
at a compound annual growth rate of 46 percent betweamount of computational resources and energy [10]-[12].
2017 and 2022, reaching 77.5 exabytes per month by 20R@rthermore, in traditional CRNSs, it is difficult to establish
[1]. This dramatic increase in mobile data traffic aggravatascommon control channel (CCC) for the exchange of control
the congestion in the existing telecommunication systems. ifessages due to the uncertainty of the harvested spectrum
increase the capacity of telecommunication systems, cognitived the spatial variation of PUs’ activities [4]. To enable
radio (CR) [2] and the corresponding cognitive radio networkhe SUs without CR capabilities to benefit from CRN and

. . . ) effectively and efficiently manage the resource harvesting and
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|. INTRODUCTION
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dination of the centralized SSP [13]-[17]. In [13], Pan et 3) We further propose a two-level game theoretic approach
al. investigated the joint routing and frequency scheduling  to improving the CR router and uplink CFB selections.
problem for CR routers under uncertain spectrum supply by  We conduct extensive simulations and show that the
introducing the parameters of targeted confidence level for proposed algorithms could achieve significantly better
the availability of the required spectrum resource, and the performance, i.e., the energy consumption for SUs can
targeted quality of CR communications. In [14] and [15], Pan be saved 30%-37% on average and the CCHN can
et al. proposed a session-based spectrum trading system for accommodate more SUs with higher transmission rates.
CCHN. They exploited the licensed band vacancy statisticSThe rest of this paper is organized as follows. Section II
and attempted to obtain the optimal spectrum trading undgiesents the network and power model, and proposes the inter-
multiple constraints such as the spectrum availability, the| handshake process. In Section I, we formulate the energy
competition among different CR sessions, link schedulinginimization for SUs while satisfying their rate requirements.
constraints, and flow routing constraints. In [16], Ding e Section IV, we optimize the transmit power of SUs when
al. proposed vehicular CCHN architecture where CR routg{e CR router and uplink CFB selections are given. In Section
enabled vehicles are employed to transport the data of Sidsye propose a two-level game theoretic approach to improve
to intended locations via storage of on-board CR routers afpfé CR router and uplink CFB selections. In section VI,
harvested spectrum resources. In [17], Ding et al. furth@e carry out simulations to evaluate the performance of the

developed a Markov-decision-process based spectrum awgigposed algorithms. Section VII concludes this paper.
data transportation scheme for the vehicular CCHNs. To the

best of our knowledge, none of the existing works investigates
the design of the access network for CCHNs. However, if )
the access network is inefficient, the entire CCHN cann6t Multi-cell CCHNs
obtain good user experience even when its core CR networln this paper, the considered CCHN is built based on
is optimally designed. traditional multi-cell cellular network by randomly placing a
Considering that the traffic traversed across the CCHN det of CR routers in each cell and introducing a centralized
usually with low-priority, it is reasonable to access the CCHNontroller “SSP”, as shown in Fig. 1. In each cell, there is
with device-to-device (D2D) technology [18]-[21]. That isa BS, a set of CR routers, and two kinds of users: CUs and
the SUs connect with the CR routers via D2D transmissior8Us. Each CU communicates with the BS via a dedicated
and share the spectrum of cellular users (CUs) under th&lular channel; while each SU connects with a nearby CR
premise that the quality-of-service (QoS) of CU transmissiomnsuter by D2D transmission, which shares one of the dedicated
is guaranteed. In this case, to improve the performance @jlink CFBs of the neighbor celilsThe CR routers in each
the D2D access network to the CCHN, we should considegll communicate with the BS in the same cell by using
not only the resource sharing between D2D transmissions ahd harvested cognitive spectrums, which are allocated by the
cellular transmissions, but also the selection of the accessgtralized controller “SSP” through reliable control channels.
CR routers, which is different from the existing works on purgn this paper, we focus on the energy minimization of the
resource allocation in the D2D networks [22]-[24]. access network of the considered CCHN. Thus, we assume
In this paper, we focus on the energy minimization problegat the transmission capacity from each CR router to the BS
for the SUs in the CCHN, where they communicate with thig known. The data transmissions of the SUs are delay-tolerant
CR routers via D2D transmissions. Different from the existingut do have average rate requirements.
D2D studies in which the resource sharing is performed in Obviously, the SUs that share different CFBs of the neigh-
the same cell [25], [26], we consider the scenario that thgr cells will not interfere with each other since they use
D2D transmissions from SUs to CR routers share the upliifferent frequency spectrums. For the SUs that share the same
cellular frequency bands (CFBs) of neighbor cells. Since f@FB of the neighbor cells, we adopt time-division multiple
each cell, there are many CR routers and multiple neighbgtcess (TDMA) mechanism to avoid mutual interference. To
cells operated on different CFBs, we need to jointly considgfinimize the energy consumption, the time periods allocated
the CR router selection, the uplink CFB selection, and the different SUs are dynamically adjusted according to their
transmit power adjustment for SUs. The main contributions iverage rate requirements.
this paper are summarized as follows: Furthermore, according to the above descriptions, each
1) We propose an inter-cell handshake process to ensgig should select one of the CFBs of the neighbor cells to
that the transmissions of SUs do not affect the transmishare. Since the devices that occupy different CFBs have
sions of the CUs in the neighbor cells. We formulate thgifferent locations and transmit powers, the interference will
energy minimization problem for SUs while satisfyingoe different when different CFBs are selected. Thus, when
their rate requirements as a mixed integer non-linear

programming (MINLP). 1In traditional cellular networks, the adjacent cells are usually allocated

. . . different dedicated CFBs to avoid severe mutual interference among licensed
2) Given the CR router and uplink CFB selections, we ShOW(;s according to the setting of spatial reuse factor [27]. The CFB allocation

that by changing the variable from “transmit power” t@example when the spatial reuse factor equals 4 is given in Fig. 1. More CFB

“transmission time”, the formulated energy minimizadllocation details with other spatial reuse factors can be found in [27]. In
' each cell, the allocated CFB is further divided into orthogonal channels, and

tiO!’1 _iS a convex Optimiz_ation problem, and thus can by cu'wil occupy one orthogonal channel, which is also called “cellular
efficiently solved by typical optimization methods. channel”.

Il. SYSTEM DESCRIPTION
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Fig. 1. The considered multi-cell CCHN with a spatial reusetdaof 4.

an SU selects a CFB for its transmission, it would be more TheBSsofthe * | ' 7
likely to select the CFB in which the occupied devices have neighbor cells of ¢; 4
the smallest interference to its destination. In this paper, we

consider the uplink transmissions of SUs. Thus, the SUs

connected with the same CR router have the same destination. Transmission . hari . o
. . requency sharing reques!
That is, they would be more likely to select the same CFB {The sUs in F——bet Aneney Sarme ™ N
; . . ; BS, BS'
which the occupied devices have the smallest interference|cell ¢ A pe— < !
the common connected CR router. Therefore, we assume that allocation results }r)oﬂ‘fh?g’[‘f;“;ﬁtffzeg?"°W“
the SUs connected with the same CR router select the same 2) The location ofBS‘

CFB of neighbor cells. In fact, this assumption will result in

two additional advantages. First, under this assumption, whgig. 2. The inter-cell hand shake process.

a CR router receives packets, it does not need to frequently

switch between different CFBs, which significantly reduces the

energy consumption [11]. Second, the computational complesontrol channel. ThenBS; sends frequency sharing request
ity of the solution for the considered problem will be greatlyo all the neighbor BSSKS?, 1 < j < 6). After receiving the
reduced since the optimization space is greatly reduced. Trequency sharing request frodS;, the neighbor BS (i.e.
benefit of this assumption on the system performance is alBs}) deals with the request as follows. L7, denote

BS7
evaluated through simulations (See Section VI-C). the number of cells that have been aIIowedBﬁ’l to share

the uplink CFB of cellci. Let P9, (BS?), Pfur (BS ) and

B. The inter-cell handshake process ppax (BS ) respectlvely denote the maximum background
To make sure that the uplink data transmissions of the Cuﬁerference aBSZ whenN¢wr = 0, the current maximum in-

are not affected, we need a handshake process if the SU§ W 55
i h f
one cell want to share the uplink CFB of the neighbor cells, a grference power a5}, and the maximum interference power

shown in Fig. 2. LeC = {¢i,1 < j < 6} denote the set of ?BS under which all the transmissions of the CUs are not

neighbor cells of celk;. Let BS; and BS: denote the BS of affected. Obviously, wheVg, =0, we havelr,; (BSJ)_i
cell ¢; andc?, respectively. When the SUs in cell have data P72, (BS?). Then, 'foglfgrq ~0, BS; tells BS; the following

to transm|t they send transmission requests3ts; via the information by sending ‘back a response: 1) the maximum
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interference power from the SUs in cell to BS}, which leakage currents [28]. We call this power consumption “idle
is (Ppax (BS!) — Pfur (BSY)); 2) the location of BS:.  power consumption”, denoted ;. The main notations of
If N¢ > 1, there are two cases. WheRh3* (BS;'.) — this paper are summarized in Table I.

BSJL.
cur 7 1 max i b 7 7
Py (BS)) = N (Plnt (BS;) = Py (BSJ))' B5; lIl. PROBLEM FORMULATION
tells BS; the same information as those in the case |y this section, we formulate the energy minimization
Ngg: = 0 by sending back a response. Whefy (BS}) = problem of the SUs in celi; when they share the up-
cur i 1 max i\ _ pby i i link CFBs of the neighbor cellg’ (1 < j <6). Let U; =
]-Dlnt (BS]) < N;;gq:-ﬁ-l (PInt (BSJ) Plnt (BSJ))' BSJ u'j;,l <k< |UL|} and R; = {Tj}Llfl <h< |,)]€L|} denote
first tells the BS(s) of the cell(s) that currently has(havghe set of SUs and CR routers in cell, respectively. Let
SUs sharing the uplink CFB of cellcj to reduce r _ {fi,1< s <|F|} denote the set of uplink CFBs used
their interference powers ta3Sj. The maximum inter- py the neighbor cells of;. Without loss of generality, we
ference power toBS; from each cell is limited by assume thaf! is used by celtl,, », whereb is an integer in
w (P}?{?X (BS;) — Pry, (BS;)). Then, BS; tells BS; e range[o, - 1} . We define two variableg} , € {0,1}
the ‘following information by sending back a response: Bnd y7 . € {0,1} which indicate whether SU.i connects
the maximum interference power from the SUs in eglto  with CR routerri, and whether the group of SUs connected
BS:, which is (P}T’,;;}X (BS)) — Py, (BS;'.)); 2) the with CR routerr? share the uplink CFBf’, respectively. As
_ B5j . shown in Section II-A, each SU connects with one CR router,
location of B5;. After receiving the response from all the,,y each group of SUS that connect with one CR router select

neighbor BSs,5S; can allocate proper time resource, and,o plink CFB of neighbor cells to share. Thus, we have

1
Nour 11
NBS’LZ+1

select proper CR router and uplink CFB for the SUs. ,Z yi,h — 1,Vui € U; and Z yi,s —1,Vr% € Ry
TABLE | ThERi _ JieF . .
NOTATION SUMMARY The energy consumption of each SU is determined by the
Notation] Physical Meaning power consumption and the time fraction for transmission,
< the considered cell both of which are closely related to the transmission rate of
BS; the BS of cellc; SU. In the following, we calculate the transmission rate of SU
< the j** neighbor cell ofc; uj, when it connects with CR routet, and shares the uplink
BS; theﬁ?s of cellc; CFB fi, x, (r}, f2). Let g2 denote the channel gain from
3 1 . . . . .
Ui, thetthkCRSrg Itr;,‘rci:lgéll devicev; to devicev,, where device); and devices, can be
Ty u | [ . . .
? the s uplink CFB used in neighbor cells of any deV|c,e, ie. Sp, CU, CR rout?r, ?nd BS. According to the
1 the indicator denoting whether S, connects with CR Shannon’s capacity formm&m}c (Thv fs) equals
Yk, router r} .
> the indicator denoting whether the group of SUs kgl
Yn,s connected with CR router; share the uplink CFBf! x“i- (T.;'L, f;) =Wlog |1+ fi':%k . (1)
Qui the average rate requirement of Pk
Pl the transmit power of S}, .
Pl the circuit power consumption of S Here,Pf;\,”’L is the maximum level of interference and noise
T - N3 H T3 B
Pl the idle power consumption of Su, power 7at CR router;, when uplink CFB f! is selectedW
0 the drain efficiency of PA andP.* are the bandwidth of an uplink CFB, and the transmit
gu; the channel gain from device, to devicev, power of SUuj, respectively. Since the selected uplink CFB
pfiry | the maximum level of interference and noise power at s not only used by the neighbor cells, but also the cells far
IN CR routerr; when uplink CFBf; is selected . . .
P - — away, the interference comes from the devices in all the related
Device v; and devicevs can be any device, i.e. SU, CU, CR router, . ’ . . Lo
and BS. cells that use the uplink CFB! [29]. Considering that it is

difficult to obtain the necessary information for interference
calculations from all the related cells, in this paper, we propose

C. The power model of SUs to obtain P{3"" by measuring it atri during the inter-
Since we consider uplink transmissions, the power cofell handshake process. Furthermore, the natural logarithm is
sumption of an SU contains two parts: adopted, thus the unit of,; (rj,, f2) is “nats/s”.

1) The power consumption of the power amplifier (PA) Let Q,; denote the average rate requirement of &y
Pp4, which is determined by the output power offhen, the fraction of timelneeded to satispy; when SUu;,
the transmitterP,,, and the drain efficiency of PA. connects with CR router; and shares the uplink CFg,,

Specifically, Pps = L= tui (7h,, f2), equals

2) Circuit power consumption”,, which is the power 0
consumption of the other circuit blocks except for the tus (The f2) = ﬁ 2)
PA. @i (Thofs

When an SU does not transmit, it turns off all the circuit As shown in Section II-A, when SU: transmits, the
blocks and only consumes a small amount of energy due to thteer SUs that share the same spectrum do not transmit.
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5
Then, during the timée,: (r,l,f) the energy consumption Furthermore, we have
L
of the SUs that share the uplink CFB, E ( . ), can be
calculated as follows: yi,syi,h > yh Syk W
o ER;
ty: (rinf?) . "W (10)
E ik =t ’I“'L, ) x 2
fe wu, ( h fs) = (yi,syk,h) + Z{ }y%,syiyhyi’,sylt,h"
";@ i uq,/ "‘iLIER%\ 77h
Pter +Pc7ik + Z Z yh yk W P k , h
i, €Ui\{up} 7y ER: 2 Since ZR Yi., €quals 1y, , and yk ,, cannot both equal
S

where P andP " is the circuit power consumption and idlel whenh # h'. That is, 3 Yi Yk nYrr gy =
power consumptlon of S i, €R\{r} }

Let T“”e denote the fractlon of time during which all the,
SUs that share the uplink CFE are idle. That is,

T}?le - Z Z yh syk nt uf, (Th’ fs )

2
Considering that(y,%’sy,i’h) = 0if yj 4z, = 0, and

2 2
(v3.vin) = 1if 2.0k, = 1 we have(y2 ui,) =

ui €U; T ER; (4) y,%7sy,§7h. Then, equation (10) can be simplified to
The energy consumption of the SUs that share the uplink CFB
i during the timeT !¢, Eifle, can be calculated by YnsYen | 2 Y Yiw | = YnsYin- (11)
rt, €R;
h
E}?le = T}?le ( Zu ZR Ui <Yk P ) : (5)  Thus, equation (8) can be simplified to
cU; ry e

Thus, the total energy consumption of the SUs that share

the uplink CFB f{, E%'*!, can be calculated as follows: V2o Qu

Ez%otal — Z Z Z ’ ) : X
wotal _ Bt ) | e R R it (12)
£ > X YUkt +EEC (6) Wiog| 14—
ukel/l T, ER; Prn

Therefore, the total energy consumption of all the SUs in (Pfek + P “k)) + X ng.

cell ¢;, El°*!, equals ul €l;
Elotal — % E}?t“l Next, we discuss the constraints of the considered energy
fler; 77 minimization problem. The first constraint is that the inter-

= > <Z > yhsykh fL

( i fl) | pidie (7)  terence from the SUs in cell; to the BS of each neighbor
FieFi \ujel;r; €R; :

cell should not be higher than the value given in the handshake
process. Sincg! is used by celt! we know that celh;i
Applying equations (1)-(6), after some simplifications, equa-

PPIYING €4 (1H)-(6). P Uises the uplink CFE;‘ ((j—1) mod |Fi|)+1- L€t PM % denote

tion (7) can be expressed as

(7) P the maximum allowed interference from the SUs in asll
to the BS of neighbor cell:;. Then, this constraint can be
expressed as follows:

s+b| F

o2 1
Yn. sYk hQ“i

total _ T e
B- T % X A : |k P g
K3 s e g 't
fiEFi uj €U; 7, €R; Wiog | 14 -k Yh,((G-1) mod |7 +1Yk,nttr Jyi © = Fnt > (13)
Plffv'r;i (8) Vu}c S Ui,V’I“;L e R;,Vj € [1,6].

The second constraint is that the transmit power of SUs
should not be larger than the given maximum transmit power
Prax that is,

wl ) )
Pk ), uj
tr k __ k
9 + PC Pid Z yh éyk n

+ > X X yh,syk,hp;y

fieFiuiel;ri €R; Pt‘:;c < ‘Ptr;}axvvuéc cu;. (14)
SlnceT ER yk n=1and f%:f yh =1, we have The third constraint is that the total average rate requirement
" v of the SUs connected with each CR router should not be larger
SOY Y Bl _1;2 than the given average data rate from each CR router to the
FIEF ui €ll; vi €R; R BS. Let A} denote the given average data rate from CR router
o ) ) o ri to BS;. Then, this constraint can be expressed as
Zu P ZR Yk,h fzf Yh,s Zu Py 3 1 Q. < A Vi € R
ub €U; 7‘7'LE i eFi u; €U; y i N , VT S .
k ; k ) wicu k,hul Ry VTR i (15)
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The fourth constraint is that the total time fraction of thelV. TRANSMIT POWER OPTIMIZATION GIVENCR ROUTER

SUs that share the same uplink CFB should be no more than AND CFB SELECTIONS
1. That is,
XX Unkata (h f2) S LV E Fi (16) When the selections of CR router and uplink CFB are given,
uj €Ui T, ER; we know the CR router and uplink CFB selection of each SU.

App|y|ng (]_) and (2), equation (16) can be expressed as Let T;(“U andf;(u ) denote the connected CR router and the

7
k

selected uplink CFB of SWii, respectively. Leuif; denote

21
!/n,syk,an

UZG:M T%;z Pl h T LVfs €7 17) the set of SUs in cell; that use uplink CFBf!. Then, Problem
k " Wieg| 1+ f}k (18) can be simplified as
Py "

Then, the energy minimization problem of the SUs in cell

¢; when they share the uplink CFBs of neighbor cells can be
formulated as follows:
Qi
min > o
9 1 ) ul EU; P“)LC L ug.
) Yh,sYk,n@ui ¥ tr 9
win 3, ), ) AN Wog | 1+ T () ()
f;” ceF; ui cU; T}LGRi W log 1 + t;lgﬁ]‘c PIN * *
s'"h .
PI N Puch wl wl i
T | By pt et ) )4 X pib
< Z +Pka;;k>> i Z Pl i,
wi €U BS', . ci,BS*, .
. k€U ot Puz‘ v S(u}c)ﬁ»b‘}'%l “p s(u}g)+b|ﬂ\
s.t. Z Y = 1,Vup, € Us, (18a) e Sy —6 Int ’
ThERi Yui € U;, Vb € [o, - 1] , (19a)
Z y}QL,s = 1,VT;L € Ri7 (18b) w . ‘
fieF; Pt7~k < Ptr;lax, vu;c €U, (19b)
2 1 i BS! ci,BS} Qi .
Yh.((j—1) mod |f7,|>+1yk7hptqf‘k9u,z TSP Z - <LVf, e F,
Vul, € Us, ¥, € Ri,Vj € [1,6], (180) uieud? Pl M(4)
uj, max \/, i Wilog [ 1+ —7—— 7 —
P,k < PR Yuy, € U;, (18d) , s(ui) " n(wi)
. . IN
D U aQui < Aj VL €R, (18e) (19c)
e 2 1 var. Pui‘ > 0.Vul € U;.
Z Z yh,syl@hQu};_ <1 vfl cF tr 9 k 7
i — s 2
UREHTER 0o [ 1 4 ‘fl_‘if;k To simplify the optimization process, we change the variable
Py " from P.* to t (Pfj.’“) as follows. Since
(18f)
var. y,;h € {0,1} Vul € U;,Vri € Ry, . (P'“i) A Qi
vP . €{0,1} v}, € Ry, Vfi € F, i ()
i ) Pt 9 i 20
Ptl:.k> O,Vuz € U;. W log 1+ﬁkﬂ() (20)
s u? h(u?
Obviously, Problem (18) is an MINLP, which is difficult to Py PR
solve in general. To solve Problem (18), we decompose it
into two nested subproblems: a transmit power optimizatiare have
subproblem and a CR router and uplink CFB selection sub-
problem. Then, we solve these two subproblems iteratively. 7t “’Lv).r;;(ui)
In particular, given the CR router and uplink CFB selections, pui _ Py © " Qui 1
.. . tr — 3 €xXp Y3 . (22)
we optimize the transmit power of the SUs. Then, based on n(ui) Wt(P”,’“>
the solution to the transmit power optimization subproblem, Sui,

a two-level nested game theoretic approach is proposed to
improve the CR router and uplink CFB selections iterativel . ( u’,g) . .
The proposed solution is indeed not globally optimal blﬁrom equaﬂor: (20), we know that| 71," ) is a decreasing

effective. We will evaluate its performance in Section VI. function of P;;*. Then, Constraints (19a) and (19b) can be
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expressed as

i Qi
t (Pt7-k) Z c;,BS k P . bl
. 5(,u;)+b\f7|gu?(,u;)
Wilog| 1+ —= o L : 22
s(ud ) 4o]7] Cs(ud) n(ug) (22)
u;"c IN
6
vui € U, b e [0, 1 - 1]
and
u) Qu" i
t(Pt,,f") > L Vui € U
rpa, 1) (23)
Wilog| 1+ I T7
s(ug) n(ud)
IN

Combining inequalities (22) and (23), we have

;
problem can be expressed as follows:
i P s(ui) " e (uk) Qi
min 0 {0 (i) | P (e [ 2
. fi h(ui) Wt (P;,t,k)
ug, €U; 09,
k
DR P )+ Y R
uieui
s.t. t(P )>au Yl € U (26a)
S ot(pi) <1, (26b)
u};EUf‘g
var. t( ) Vui € Z/lf

Theorem 1:Problem (26) is a convex optimization prob-
lem.
Proof: Obviously, the constraint set of Problem (26) is
a convex set. The second-order derivative of the objective

function of Problem (26) with respect lto(Pﬁ), equals

F s
up, i PI;I(Ui) h(“%)QZf Qi
t(P) = au g e U (24) e exp SH. 27)
0g ’f(u >W2( (P”%>>3 Wt(P“'k>
“’;/c tr
wherea,; equals 0. which is always positive. Therefore, the object function of
Yk Problem (26) is convex and Problem (26) is a convex opti-
)l ) mization problem. -
min| 2y | s [ Based on Theorem 1, we can solve the convex opti-
aal g/l_S(%)“"fi‘ mization problem (26) using the Lagrangian method. Let
Wiog | 1+ ff"'( i),r;'( 0 Lnui,u}c € L{Zfs} and )\ denote the Lagrangian multipliers of
Py " the constraints (26a) and (26b), respectively. The Lagrangian
function can then be expressed as
Applying (21), Problem (19) can be recast to L(t,n,A) = ;i ;
u? ! h(u? Q“z
PIN(k ](k)(exl’( (kui))l)
Wt Pt7
fz ; 7,r,i ; (Puk) v
o [ Pyl ) Qu .Zflg e ()
min Z t(PZﬁ") IN__ exp " ui, €U ZN
"n(ui) Wt (P
uy, €U; 99 ke ( tr )
u;/g K3 K3 k3 i
R TP PE)) S P D e(pE) -1
+ 77u ( Qi — ( 'rv))a
st t(P ) > 0, Vi euz, (25a) b\ !
ukGM
t(P .k) <1VfieF, 25b ¥
Zfi ) SLYIEF, (256) wheret andn are the vectors whose elements afé’,,* ) and
up €U Nt » respectively. Since Problem (26) is convex, the necessary
var. t( ) Vul € U and sufficient conditions for optimality are given by Karush-
Kuhn-Tucker (KKT) conditions [30], i.e., for alli L{if ,
From Problem (25), we can easily find that the optimization oL =0, n’, (%7 —t* (P[ﬁ"’)) =0,
k

processes of the SUs that use different uplink CFBs are inde-
pendent of each other. Thus, Problem (25) can be divided into
|F;| separate subproblems, and solved in a parallel manner.
For the SUs that use uplink CFR, the energy minimization

at* (Pf:,k>
and \* Sot*
uy, Euif‘:

(P;;i) —1] =o, )
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wheret* (P , n;, andA* are the optimat ( P, ) Nt »
U
and )\, respectively. The optimal Lagrangian multlplley§

Algorithm 1: The algorithm of the CR router selection
coalition game

and \* can be computed by the interior point method, as Initialization: Generate a random coalition partition of

shown in Chapter 11 of the book [?S’O]After obtaining the
optimal Lagrangian multiplierst* ( P P") can be calculated

by applylngn to equationy;’, ( ul t:t* (Pfj.i)) =0.The

optimal value ofPt,.’“ wheny; , andy;  are given can then
be obtained accordingly. 4

V. TWO-LEVEL GAME THEORETIC APPROACH FORCR
ROUTER AND CFB SELECTIONS

In this section, we propose two nesting coalition games to

SUs Z,,,; that satisfies Q < AL NZy, € Zi;

uk €z

2 Set the current coalition partition of SU&.,.,. as Z;,,;;
3 while The coalition partition of SUs does not converge to
the final Nash-stable partitio s;,,; do

Randomly select an SU (i.e.) in a coalition (i.e.
Zh);

Randomly select a coalition (i.&,,/) in Z.,,\ {Z1};
Let Z,., denote the coalition partition whmfC is
moved from coalitionZ;, to Z,/, which equals

(Zcur\{zfmz } U {Zh\ {uk} Zh U {uk}}
ForVfi ¢ F, T , calculatep s (Zc,,) and

improve the CR router and uplink CFB selections, respectively.
In the outer level, a CFB selection coalition game is used
to determine the uplink CFB selection for the group of SUs | ¢ (Zyeq) by solvmg Problem (26);

that connect with each CR route;;is. In each step of the s it 3 e (Znew) < Z @ﬁ (Zeur) and
CFB selection coalition game; . is given, and a CR router ' ‘ ' ‘

,rt
h, / L

A . _ s N ]: h i _7.‘
selection coalition game is adopted to determine the CR router ée Q < ALYE, € Zf © then
selection of the SUs;, ,. Next, we present the details of these | ‘%, e

two nesting coalition games. 9 L Move SUu, from 2, to Z,/;

10 Update the current partition sét.,,. t0 Z,,c.;
A. CR router selection coalition game

In the CR router selection coalition game, the SUs in cell
are treated as players. They folffR;| coalitions to minimize
the system utility. LetZ = {21, Z5, ..., Z, ..., Zr,| } denote
the |R;| coalitions of SUs. Without loss of generality, we
assume that CR router; is connected with the SU(s) in
coalition Z,. If Z, = 0, CR routerrj is not connected The detailed process of the CR router selection coalition
with any SU. Obviously, we have, ﬂ Z,, = () for any game is described as follows, as shown in Algorithm 1. It
h# h',and U Z, = U. Since Y , IS given, we can contains two sub-processes: the initial sub-process and the

fi ThER adjusting sub-process. In the initial sub-process, we generate
obtain ¢/;* according to the coalition partition of the SUsg random coalition partitior£;,,; that satisfies 3 Qui <
Z. Then, the transferable utility of the SUst under the UL E€Zn

coalition partitionZ, ;. (Z), can be defined as the minimumA},, V2, € Zin;. In the adjusting sub-process, the current

coalition partition 2., is first set to Z;,;. In each round,
energy consumption of the SUsmf which can be obtained we randomly select an SUi. € Z,, and a coalition

by solving Problem (26). If the solution of Problem (26) doe% € Zow\ {20}, Let Z denote the coalition partition

not exist, py: (Z) is set to “+oc”. Let ]: " denote the When u}, is moved from coalitionZ;, to Z,,, which equal-
set of uplink CFBs used by the SUs connected withand s (Zcu,\{Zh,Z Hu {Zh\ {“k} Z, U {“k}} Then, for
7“}/ The Nash-stable coalition partition of SUs in CR router Tt
selection coalition game can be defined as follows. Vfs € F, we caleulatepy: (Zeur) and ¢ (Znea) by
Definition 1: In the CR router selection coalition game,

11 Output the final Nash-stable partitiofi;;,,; and the
corresponding minimum energy consumption under the

giveny; ..

éolvmg Problem (26). If

coalition partition Z is Nash-stable ifvu}, € 2, € Z, for Z @i (Znex) < > @fi (Zour),
all 2,, € 2\ {2}, the following conditions cannot be both ey : T : (31)
satisfied: fieF; fieF,
i(Z)> i (Ziempl ) and
%,M/ Pri ( ) 2:; i, Pri ( t pl) (29) Z Q < A N2y € Znex, (32)
fieF," fieF," ui €2,
> Qup S A YZ € Ziempr, (30) then, u} is moved from coalitionz, to 2/, and Z.,, is
Ui €y updated toZ,.,. Otherwise, the movement is not executed.
where Ziempt (2\{2Zn,2,/}) U After a limited number of iterations, the coalition partition

{ Zi\ {Uk} Z, U {Uk}} Z.r converges to the final Nash-stable partitiBp;,,q;.
The convergence and stability of the CR router selection
2Considering that the interior point method is not the key contribution q¥gglition game is given in Theorem 2.

this paper, and due to the space limitation, we omit its details here. For the
readers that are interested in this method, we propose to read Chapter 11 oTheorem 2:Algorithm 1 converges to the Nash-stable par-

the book [30] for more details. tition Zyinq In finite time with probability 1.
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Proof: Suppose that the final coalition partitiofis;,..;  Algorithm 2: The algorithm of the CFB selection coalition
obtained from Algorithm 1 is not Nash-stable. Accordinggame

to Definition 1, we can find auj, € 2, € Zpina, @ | |ptialization: Generate a random coalition partition of
Zh’ S Zfinal\ {Zh}: and aZtemp2 - (Zfinal\ {Zh; Zh’}) U the CR router@ini;

{2n\{u}}, 2y U {uj}}, which satisfy 2 Set the current coalition partition of the CR rout@s,,
Z (Pf; (Zfinal) > Z (;Of; (Zte7rzp2)7 aspini; - N
g R (33) 5 while The coalition partition of the CR routers does not
&7 &7 converge to the final Nash-stable partiti@y;,,; do
and , 4 Randomly select a CR router (i.el) in a coalition
) Z Quch § A’;L” 5 VZ,LH S Zteme' (34) (| e ’D ) h
ui.’GZhu S s)s

, 5 Randomly select a coalition (i.€,) in Dy, \ {Ds};
In this case, we can movej, from coalition Z, t0 2, 10 s | LetD,., denote the coalition partition wherj, is
further reduce the system utility, which contradicts to the | moved from coalitiorD, to D,, which equals
supposition thatZy;,q; is the final coalition partition. Thus, (Dewr\ {Ds, Dy }) U{D\ {ri ), Dy U {ri )}
Algorithm 1 converges to the Nash-stable partiti®©p,,,; with - Calculatep;orar (Deur) and @iorar (Dres) by
probability 1. Furthermore, since the number of coalitions in | executing the CR router selection coalition game in

the CR router selection coalition game|18;|, the number of Section V-A;

possible coalition partitions is the Bell number [31]. Therefore, if rotal (Pnex) < Protal (Deur) then

Algorithm 1 converges in finite time. m Move CR routen-, from coalitionD; to D,;
10 Update the current partition S, t0 D,,c.;

B. The CFB selection coalition game L

In the CFB selection coalition game, the CR routers ae Output the final Nash-stable partition of CR routers

treated as players. They for|iF;| coalitions to minimize the ~ DPfinat, the Nash-stable partition of SUsyi,., under the
system utility. LetD = {D1 Dy. ... Dy, ... DIF-I} denote Nash-stable partition of CR route®®y;,.;, the transmit

the | 7;| coalitions of CR routers. Without loss of generality, Powers of all the SUs, and the corresponding minimum
we assume that the uplink CFB is used by the SUs that__€nergy consumption of all the SUs.

connect with the CR router(s) in coalitioR,. If D, = 0,

the uplink CFB f! is not used by any SU. Obviously, we

haveD, N D, = () for any s # s , and f}ést = R;. The then, we move} from coalitionD, to D/, and updateD..,,,
transferable utility of all the SUs under the coalition partitiof® Prex- Otherwise, we do not execute the movement. After
D, rorar (D), is defined as the minimum energy consumptioﬁ limited number of iterations, the coalition partitidp,.,,,

of all the SUs after the CR router selection, which can Pnverges to the final Nash-stable partitdp,a. N
obtained by executing the CR router selection coalition gameThe convergence and stability of the CFB selection coalition

in Section V-A. We further define the Nash-stable coalitioB@Me IS given in Theorem 3.
partition in the CFB selection coalition game as follows. Theorem 3:Algorithm 2 converges to the Nash-stable par-

Definition 2: In the CFB selection coalition game, a coalifition Dyina: in finite time with probability 1.
tion partition D is Nash-stable ifvri € D, € D, for all The proof of Theorem 3 is similar to the proof of Theorem 2

D € D\ {D,}, we have and thus is omitted here.
Ptotal (D) < Vtotal (DtE'rer) ) (35)

whereDyepp = (D\ {Ds, Dy }) U {D,\ {r},} . Dy U{ri}}.
Similarly, the CFB selection coalition game contains

VI. PERFORMANCE EVALUATION

In this section, we carry out simulations to evaluate the

S > performance of the proposed algorithms and the performance
wo sub-processes: the initial sub-process and the adjust Prop g P

: X L h he CR igh haring.
sub-process, as shown in Algorithm 2. In the initial sub- ns brought by the CR router and neighbor resource sharing

rocess. the random coalition partition of the CR routerg the simulation, the multi-cell CCHN contains one central
P o n P cell surrounded by six neighbor cells. The frequency reuse
Din: 1S generated. In the adjusting sub-process, the curr

- .. L ?Q&tor is set to 7. The radius of each cell is 500 m. The BS
ga’mrn par;ltlon Céf the tCRt routerSDcué,Rls f':St :et 0 locates at the center of each cell, and the CUs, SUs, and the
ini. 1N €4Ch Tound, we 1y 1o move a router from oNep routers are uniformly distributed in each cell. We adopt
coalition to another coalition to further reduce the syste e same power parameters as [28] and [32] such that the
transfergble utility. Specific_a_lly, we randomly SeleCt.a Ccircuit power consumption, the idle power consumption, and
rputer ("e'.T;l) from a coalition (i.e.Ds), and a coallfu_on the drain efficiency of PA are set to 106.4 mW, 25 mW, and
(|.e;[.t.DS/) Ir? D,f”i"\ {D‘S}'d I;et D””I.Se:gtet tr;;a Coart:.'t'ﬁn 0.2, respectively. The channel gain is obtained from the log-
part :OnDW en% |stove ;;)m C‘;a' '% s 10 p s \flv_h'c distance path-loss model with a path-loss exponent of 4. The
equasl( lcut'r\{ 5 Ds’}) U {d s\ {rhz})’ s'gj{rh}}'t_ et?] number of CUs in each cell, the maximum transmit power
we calculateprorar (Deur) aNdiprotar (Drex) by executing the ¢ SUs, the noise power density, and the bandwidth of an
CR router selection coalition game in Section V-A. If uplink CFB are set to 20, 23 dBm, -174 dBm/Hz, and 1
Vtotal (Dnex) < Protal (Dewr) 5 (36) MHz, respectively. The average data rate from each CR router

1536-1276 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: SHANDONG UNIVERSITY. Downloaded on March 15,2020 at 00:15:05 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TWC.2020.2971194, IEEE
Transactions on Wireless Communications

10

T
I The optimal solution

08 [ The proposed solution, MCUR=200H
"1 The proposed solution, MCUR=100
0.7 [ The proposed solution, MCUR=50 H

I The proposed solution, MCUR=20

25 30

to the BS is set to 10 Mnats/s. The transmit power and tipelicy can accommodate the maximum number of SUs and
rate requirement of CUs are respectively set to 23 dBm aatlow the maximum rate requirements. In order to cover all

200 knats/s, which can be used to calculate the maximuhe configurations of simulation parameters, we select the
allowed interference power at each BS. In the process mBximum power transmission policy as the benchmark to
a game, a round is called “an unsuccessful round” if thepresent the fixed power policy. We want to show in this

movement of players is not executed. To facilitate simulatiosimulation how much gain we can obtain by dynamically

we use the maximum number of consecutive unsuccessdljusting the transmit power, compared with the fixed power
rounds (MCUR) to approximate the Nash-stable state. Thatlicy. In the first subfigure, the rate requirement of SUs varies
is, if the number of consecutive unsuccessful rounds is greafiemm 100 knats/s to 1100 knats/s when the number of SUs is
than the given MCUR, the current state of the considered gaset to 20; while in the second subfigure, the number of SUs
is treated as Nash-stable state, and the game is terminated. FFaries from 10 to 30 when the rate requirement of SUs is set
thermore, since in this paper, the time resource is normalized600 knats/s. The number of CR routers in both subfigures
to “1”, the energy consumption in a unit time is equivalent ts set to 10. From Fig. 4, we can see that compared with

o
o

Average power (W)
o o
S~ (5

o
w

o
N

Fig. 3. Comparison with the optimal solution.

15

Random cases

o
s

10 20

the average power consumption. the maximum power transmission policy, the optimal power
transmission policy can at most save 87%-88% of the energy
A. Comparison with the optimal solution consumption.

Fig. 3 shows the energy comparison of the proposed : °
gorithm with the optimal solution obtained from exhaustiv 40
search. Since the computational complexity of the exhausti
search method increases exponentially with the network si: ]
we can only obtain the solution for a small network with seve 10l ]
SUs and three CR routers. We consider 30 random cases, = W&/ﬁ/
in each random case, the rate requirement of SUs is randot B e St oy 0 1000 1100
set in the range of [100 knats/s, 1700 knats/s]. From Fig. 3, \
can see that the energy consumption of the proposed algorit

is close to the optimal solution when the MCUR is no less the¢
50.

T T T T T
—&— The optimal power transmission
30| —k— Maximum power transmission

Average power (W)
nN
o

T T
—&— The optimal power transmission
F| —¥%— Maximum power transmission

Average power (W)
N
o

B. Comparison with other policies 9

10 15 20 25 30
Fig. 4 shows the energy comparison of the proposed optin - rumberersus
power transmission policy and the maximum power tranlgi- 4
mission policy under different rate requirements and diﬁeregfﬁsm'issi
numbers of SUs when given a random CR router and uplink
CFB selection. In the maximum power transmission policy, Fig. 5 and Fig. 6 show the energy consumption of the CR
the transmit power of each SU is set to the maximum valueuter selection coalition game (CG) versus the nearest-first
that satisfies constraints (19a) and (19b). The reason tfldF), the farthest-first (FF), and the random-selection (RS)
we select the maximum power transmission policy as tipelicies under the optimal transmit power setting when given
benchmark is as follows. The maximum power transmissi@nrandom uplink CFB selection. In NF, FF, and RS policy
policy is indeed a fixed power policy. Considering that the lefof CR router selection, each SU connects with the nearest,
hand side of constraint (19¢) is minimized when the transniite farthest, and a random-selected CR router that satisfies
power of each SU is maximized, in the maximum poweronstraint (15), respectively. In Fig. 5, the rate requirement of
transmission policy, constraint (19¢) will be satisfied if th&Us varies from 100 knats/s to 1000 knats/s when the number
solution exists. That is, the maximum power transmissiasf SUs equals 20; while in Fig. 6, the number of SUs varies

The optimal transmit power setting versus the maxinmpower
on policy.
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from 12 to 45 when the rate requirement of SUs equals 430Fig. 7 and Fig. 8 show the energy consumption of the CFB
knats/s. The number of CR routers and the MCUR in bo#ielection CG versus the NF, the FF, and the RS policies under
figures are set to 10 and 200, respectively. In FF and R optimal transmit power setting and the CR router selection
policies, some points are not provided because the solution3® policy. In NF and FF policy of CFB selection, the group
these settings does not exist. From Fig. 5 and Fig. 6, we can s€&Us that connect with each CR router selects the CFB that
that the proposed CR router selection CG policy outperforns used by the nearest and farthest BS from the CR router,
the NF, FF, and RS policies. The maximum energy savimgspectively; in RS policy of CFB selection, the group of SUs
ratio reaches 81%-94%. Another observation from these twhat connect with each CR router selects a random CFB. In Fig.
figures is that compared with the NF, FF, and RS policies, tiethe rate requirement of SUs varies from 700 knats/s to 1700
proposed CG policy is more likely to achieve a bigger enerdwyats/s when the number of SUs equals 20; while in Fig. 8, the
saving ratio when the rate requirement or the number of thember of SUs varies from 18 to 45 when the rate requirement
SUs is large. The reasons are as follows. Since the upliok SUs equals 770 knats/s. The number of CR routers and
CFB selection is given, the selection of CR router is inde@dCUR in both figures are set to 20 and 200, respectively. In
equivalent to the selection of CFB. When the rate requiremeédE and RS policies, some points are not provided because
or the number of the SUs is small, the time resource of eattte solution in these settings does not exist. From Fig. 7 and
CFB is abundant. Thus, the effect of CR router selection @fig. 8, we can see that on the whole, the energy saving ratio
the system energy consumption is small. However, when tbethe CFB selection CG versus the NF, the FF, and the RS
rate requirement or the number of the SUs is large, the tirpelicies increases with the rate requirement or the number of
resource of each CFB is insufficient. In this case, we ne#fie SUs. The maximum energy saving ratio reaches 27%-61%.
to carefully select the CR router for the SUs to make sufiéhe reasons are similar to those discussed in Fig. 5 and Fig.
that each CFB has similar traffic load. Thus, the proposed &5

policy can achieve a bigger energy saving ratio.

w

[—5—c6 ——NF —>—FF ——Rs

INd
o

=
[N
L L

Average power (W)

[

o
2l

Average power (W)

800 1000 1200 1400 1600
Rate requirement of SUs (knats/s)

: : | . . . .
00 200 300 400 500 600 700 800 900 1000
Rate requirement of SUs (knats/s) 0.8

08 ;/P/b —*— CG vs NF
’ —p—CG Vs FF
0.6 —6&— CGvs RS

o 2 T L L L
100 200 300 400 500 600 700
Rate requirement of SUs (knats/s)

—#*— CG vs NF —>— CG vs FF —6— CG vs RS|

Energy saving ratio
o
S

I I
1 800 1000 1200 1400 1600

Rate requirement of SUs (knats/s)

Energy saving ratio

800 900 1000
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Fig. 5. The performance of CR router selection coalition gamder different rate requirement of SUs.
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C. Some other discussions and different numbers of SUs with and without CR routers,

Fig. 9 shows the energy consumption of the SUs versus figsPectively. When the CR routers are not used, the SUs
number of CR routers under different configurations of the raé@nnect with the BS directly. When the CR routers are used,
requirement and the number of SUs when the MCUR is dbe number of CR routers is set to 10. In the first subfigure
to 200. From Fig. 9, we can see that under all configuratiéh Fig. 12, the number of SUs is set to 20 while the rate
parameters, the energy consumption of the SUs decreaseegyirement of SUs varies from 100 knats/s to 700 knats/s; in
the number of CR routers increases. This is because that wia Second subfigure of Fig. 12, the rate requirement of SUs
the number of CR routers increases, the SUs have a biglfeget to 400 knats/s while the number of SUs varies from 10
CR router selection space and they can select more progé,’so. The ranges of rate requirement and the number of SUs

both figures is set to 200. From these two figures, we can see

that, 1) by using the CR routers, the energy consumption of

18} — o — T400knats) s, i€ Uh, o] —20]] the SUs can be saved at a ratio of around 30% on average;
—%— Qu = T00knats/s, Vi, € Uy, |th] = 30 2) when the rate requirement of the SUs is given, the cellular
16r —>— Quj = T00knats/s, Yuj, € Us, [t =20 |3 network with the CR routers can at most accommodate more

SUs than the case without the CR routers by 6.6 times; 3)
when the number of SUs is given, the maximum allowed rate
requirement of the SUs in the case with the CR routers is at
most 6.2 times bigger than the case without the CR routers.

M E. Performance comparison with and without neighbor re-

source sharing

12r

[
T

o
)

Average power consumption (W)

o
o

10 15 20 25

NUmber of CR routers Fig. 14 and Fig. 15 show the energy consumption of the SUs
and the network capacity under different rate requirements and
Fig. 9. The effect of the number of CR routers. different numbers of SUs with and without neighbor resource

sharing, respectively. When the neighbor resource sharing is
Fig. 10 shows the effect of the setting of MCUR omot adopted, the SUs share the resource of the CUs in their
the energy consumption of the SUs and the computation@n cell. The number of CR routers is set to 10. In the first
complexity of the proposed solution. We consider 30 randogubfigure of Fig. 14, the number of SUs is set to 10 while the
cases, and in each random case, the number of SUs, the rate requirement of SUs varies from 30 knats/s to 130 knats/s;
requirement of each SU, and the number of CR routers afethe second subfigure of Fig. 14, the rate requirement of SUs
randomly selected in the ranges of [20, 40], [100 knats/s, 5@set to 60 knats/s while the number of SUs varies from 8 to
knats/s], and [10, 25], respectively. From Fig. 10, we can seg. The ranges of rate requirement and the number of SUs in
that the energy consumption of SUs has a big decrease wimg. 15 are the same as those in Fig. 14. The MCUR in both
the value of MCUR changes from 20 to 50, but only decreasggures is set to 200. From these two figures, we can see that,
a littte when the value of MCUR increases from 50 to 200.) with neighbor resource sharing, the energy consumption of
Furthermore, the computational complexity of the proposefe SUs can be saved at a ratio of 20%-47%; 2) when the rate
solution increases quickly as the MCUR increases. In practi¢equirement of the SUs is given, the cellular network with
we can select a proper MCUR according to the characteristigsighbor resource sharing can at most accommodate more
of the application scenario. SUs than the case without neighbor resource sharing by 71
Fig. 11 compares the energy consumption and computatigimes; 3) when the number of SUs is given, the maximum
al complexity with and without the assumption that the SUsilowed rate requirement of the SUs in the case with neighbor
connected with the same CR router select the same CFBr@§ource sharing is at most 42 times bigger than the case
neighbor cells in the same random cases considered in Rigthout neighbor resource sharing.
10. The MCUR is set to 100. From Fig. 11, we can see that
the energy consumption of SUs with the assumption is close
to the case without the assumption. That is, the performance
cannot be improved by allowing the SUs connected with the
same CR router to select different CFBs of the neighbor cells.
However, the computational complexity with the assumption is
much lower than the case without the assumption. The reason
is that without the assumption, the convergence rate becomes
much lower since the optimization space is greatly increased.

D. Performance comparison with and without CR routers

Fig. 12 and Fig. 13 show the energy consumption of the
SUs and the network capacity under different rate requirements
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VIlI. CONCLUSIONS
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(6]
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In this paper, we investigated the energy minimization

problem of the SUs in the CCHN when they share the unlin

14

J. Mitola, and G. Q. Maguire, “Cognitive radio: making software radios
more personal,IEEE Personal Communicationsol. 6, no. 4, pp. 13-
18, Aug. 1999.

R. W. Thomas, D. H. Friend, L. A. Dasilva, and A. B. Mackenzie,
“Cognitive networks: adaptation and learning to achieve end-to-end
performance objectivesfEEE Communications Magazineol. 44, no.

12, pp. 51-57, Dec. 2006.

H. Ding, Y. Fang, X. Huang, M. Pan, P. Li, and S. Glisic, “Cognitive
capacity harvesting networks: architectural evolution towards future
cognitive radio networks,]JEEE Communications Surveys & Tutorials
vol.19, no. 3, pp. 1902-1923, Mar. 2017.

L. Fu, M. Johansson, and M. Bengtsson , “Energy Efficient Transmis-
sions in Cognitive MIMO Systems with Multiple Data StreamgEE
Transactions on Wireless Communicatipwsl. 14, no. 9, pp. 5171-5184,
Sept. 2015.

L. Wang, K. Wu, J. Xiao, and M. Hamdi, “Harnessing frequency domain
for cooperative sensing and multi-channel contention in CRAHNS,”
IEEE Transactions on Wireless Communicationd. 13, no. 1, pp. 440-
449, Jan. 2014.

Y. Qu, C. Dong, S. Guo, S. Tang, H. Wang, and C. Tian, “Spectrum-
Aware Network Coded Multicast in Mobile Cognitive Radio Ad Hoc
Networks,” IEEE Transactions on Vehicular Technologil. 66, no. 6,

pp. 5340-5350, Jun. 2017.

Y. Long, H. Li, H. Yue, M. Pan, and Y. Fang, “SUM: spectrum
utilization maximization in energy-constrained cooperative cognitive
radio networks,”IEEE Journal on Selected Areas in Communicatjons
vol. 32, no. 11, pp. 2105-2116, Nov. 2014.

] A. H. Bastami, and P. Kazemi, “Cognitive Multi-Hop Multi-Branch

resource of the CUs in the neighbor cells. We jointly consid-
ered the transmit power optimization, CR router selection and

CFB selection. We proposed an inter-cell hank shake procé@é

to ensure that the transmissions of SUs do not affect the

transmissions of the CUs in neighbor cells, and formulatéti]

the energy minimization problem as an MINLP. To solve this
problem, we decomposed it into a transmit power optimization

problem, and a CR router and CFB selection problem. []

particular, given the CR router and CFB selections, we showed

that the transmit power optimization problem is convex aqg3]

thus can be efficiently solved by typical methods. We further
proposed a two-level game theoretic approach to improve the

CR router and CFB selections. Simulation results show t

"

the proposed algorithms that utilize the CR routers or the
neighbor resource sharing, have significantly better perfor-

mance. The average energy saving ratio can reach up to Sq%‘]

37%. Furthermore, when the rate requirement of the SUs'is
given, the cellular network with CR routers/neighbor resource

sharing can accommodate more SUs than the case withBat

CR routers/neighbor resource sharing by 6.6 times/71 times.
When the number of SUs is given, the maximum allowed rate

requirement of the SUs in the case with CR routers/neighdof!

resource sharing is up to 6.2 times/42 times bigger than the
case without CR routers/neighbor resource sharing.

In this paper, we mainly focused on the resource allocation
from the pure communication aspect in a centralized CC
architecture. In the future work, one interesting direction is to

consider the joint optimization of the communication, com-
putation, and caching (3C) resource by applying the mob

(18]

edge computing to the CCHN architecture. In this case, the
optimization problem will become much more complicated

and we need to develop more effective algorithms for findir%l]

the solution.
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