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#### Abstract

In this paper, we investigate the joint signal to interference plus noise ratio (SINR) thresholds optimization and resource allocation to maximize the sum-rate of Device-to-Device (D2D) communications while still retaining the rate requirements for active cellular users (CUs), when the inactive CUs are used as opportunistic relays under three operational modes: without using network-coding (NNC), using traditional high-layer network-coding (HNC), and using physical-layer network-coding (PNC). Under Rayleigh fading, we show that, given the selections of relays, this sum-rate maximization in no-relay scheme, NNC, HNC, and PNC opportunistic relay schemes can be formulated as a mixed integer non-linear programming (MINLP), which is NP-hard in general. To find the solution to the MINLP, we propose a two-step approach to solve the problem: 1) for each possible pairing of a D2D pair and a CU, we derive the optimal SINR thresholds to obtain the maximum transmission rate of the D2D pair while satisfying the rate requirement of the CU; 2) based on the maximum transmission rates of D2D pairs for each possible pairing in the first step, we develop a bipartitematching method to find the optimal pairing CUs for D2D pairs. Finally, according to the solution to the MINLP, we propose an iterative relay selection algorithm to find out the relays that can further improve the sum-rate of D2D communications. Extensive simulation results demonstrate that, compared with the scenario without relaying, the NNC, HNC, and PNC opportunistic relay schemes achieve a maximum performance enhancement of $\mathbf{1 0 6 \%}$, $138 \%$, and $168 \%$, respectively.


Index Terms-Device-to-Device communication, opportunistic relay, physical-layer network coding, Rayleigh fading channel.

## I. Introduction

As smart mobile phones become more and more popular, mobile data traffic grows exponentially fast [1]. To meet such a massive consumer demand for mobile data access, Device-to-Device (D2D) communications, which allow devices to communicate with each other directly without having to go
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Fig. 1. D2D transmissions with and without relay and PNC.
through base stations (BSs), have been proposed to further enhance the capacity of cellular networks [2]-[6]. Moreover, physical-layer network coding (PNC) has been considered as one of the promising physical-layer technologies that can greatly improve the transmission efficiency [7]. An interesting idea emerges: what happens when D2D transmissions meet PNC? Fig. 1 shows the cases of D2D transmissions with and without adopting relay and PNC. From Fig. 1, we can see that when we introduce a relay node in a D2D transmission and adopt PNC, only two stages of transmission are needed. In the first stage, the two D2D nodes transmit packets concurrently to the relay node, and the relay node extracts network coding packets from the superimposed EM waves. In the second stage, the relay node broadcasts the network coding (NC) packets to the two D2D nodes. Obviously, due to the shortening of the transmission distance, the data rate of each transmission stage with relay and PNC is much higher than the case without relay and PNC. Therefore, the average transmission rate of D2D transmissions can be increased by adopting relays and PNC.

Considering that in the scenarios with ultra-dense cellular users (CUs) [12], [13], i.e., shopping malls, amusement parks, bus/train stations, railway carriages, congested roads, office buildings, libraries, classrooms, or dormitories, et al., there may exist a large amount of inactive CUs, and part of these inactive CUs may be willing to serve as relay for other CUs if they can earn some rewards (i.e., given amount of free data plan according to their serving time) from the service provider (SP). In this case, we can introduce the inactive CUs as relays and adopt PNC for some D2D transmissions to further improve the end-to-end transmission rate.

In the literature, most of the existing works about D2D
resource allocations focus on the scenarios without cellular relaying and network coding (i.e. [8]-[11]). In [8], Li et al. investigated the resource allocation of D2D networks by a coalition game. In [9], [10], the authors focused on the sumrate maximization in the resource-abundant scenario where the number of CUs is more than that of D2D pairs. In [11], Liu et al. studied the outage probability of D2D-enabled multi-channel cellular networks from a general thresholdbased perspective. However, what is less understood is how much performance gain we can obtain by introducing relays and adopting PNC in the centralized D2D underlaying cellular networks, especially under a time-varying channel.

Recently, some works started to consider optimizing the performance of D2D networks under the assist of relays without adopting NC schemes [14]-[20]. In [14], Hasan et al. studied the optimization of network throughput when D2D pairs and CUs share some common relays. In [15], [16], the authors discussed the relay selection schemes in D2D networks. In [17], Zhang et al. proposed a source-relay joint power allocation scheme for the relay aided D2D networks. In [18], Ebrahimi et al. investigated the D2D data transfer through multihop relay links. In [19], [20], the authors proposed stochastic-geometrybased analytical frameworks for the relay-assisted D2D overlaying multi-channel cellular network. The performance of D2D communications with relay and NC was discussed in [21]-[24]. However, in [21], Bai et al. considered a D2D overlaid network scenario with multiple BSs. In [22], Wei et al. discussed the energy efficiency and spectrum efficiency of multihop D2D networks with PNC. In [23] and [24], the authors focused on the time-invariant channel. Furthermore, in [21]-[24], the authors only considered how to analyze or optimize the performance of the D2D networks when the signal to interference plus noise ratio (SINR) threshold is given. They neglected the fact that if the SINR threshold for each transmission link can be properly selected, the overall network performance can be further improved.

In this paper, we maximize the sum-rate of D2D pairs for the D2D communications underlaying cellular networks while still retaining the rate requirements of active CUs. The inactive CUs are used as opportunistic relays under three operational modes: without using network-coding (NNC), using traditional high-layer network-coding (HNC), and using PNC. We adopt the Rayleigh fading channel model where the powers of the signals and interferences at the receiving nodes are exponentially distributed [25], and consider the joint optimization of the SINR threshold for each transmission link, the cellular resource allocation, and opportunistic relay selection. The proposed solution in this paper is fast since we theoretically derive the optimal SINR thresholds, adopt the Hungarian (Kuhn-Munkres) algorithm for the bipartitematching problem, and propose a low-complexity algorithm for relay selection. That is, it can be used in the scenarios with user mobility, i.e. internet of vehicles (IOV) in urban environments.

The main contributions of this paper are summarized as follows:

1) We show that, given the selections of relays, this sum-rate maximization under Rayleigh fading in no-
relay scheme, NNC, HNC, and PNC opportunistic relay schemes can be formulated as a mixed integer non-linear programming (MINLP). We propose a transmit power adjusting method to make sure that in PNC scheme, the relay node can extract an NC packet from the superposition of two received signals in time-varying channel.
2) We propose a two-step approach to obtain the solution to the formulated MINLP by first deriving the optimal SINR thresholds to maximize the transmission rates under different transmission schemes for each possible pairing of D2D pair and CU. Based on the maximum transmission rates of D2D pairs for each possible pairing in the first step, a bipartite-matching method is further proposed to optimize the CU-D2D pairing.
3) According to the solution to the MINLP, we develop an iterative relay selection algorithm to find out the relays that can further improve the sum-rate of D2D communications. We show that compared with the no-relay scheme, the NNC, HNC, and PNC opportunistic relay schemes achieve a maximum performance enhancement of $106 \%, 138 \%$, and $168 \%$, respectively. Furthermore, when three percent of time is used for the transmit power adjustment, the performance gains of the PNC opportunistic relay scheme versus the no-relay scheme, the NNC and HNC opportunistic relay schemes reach $241 \%, 150 \%$, and $126 \%$, respectively.
The rest of this paper is organized as follows. Section II presents the system model. In Section III, we formulate the sum-rate maximization problem of D2D pairs in different schemes as an MINLP, given the selections of relays. In Section IV, we propose a two-step solution to the formulated MINLP. In Section V, we develop an iterative relay selection algorithm to find out the relays that can further improve the sum-rate of D2D communications. In Section VI, we carry out simulations to evaluate the performance of the proposed solution. Finally, Section VII concludes this paper.


Fig. 2. The considered D2D communications underlaying cellular networks.

## II. System description

## A. Network model

We consider a cellular network that contains a BS, a set of active CUs, inactive CUs, and two-way D2D pairs randomly located in the coverage area of the BS, as shown in Fig. 2.

The roles of the mobile devices have been defined according to some rules when they join in the network. Considering that the relay nodes do not always exist, two devices in the same cell can be defined as one D2D pair only when they have data transmission requirement and are in the transmission range of each other. The devices that communicate with the devices in another cell or the devices in the same cell but out of the transmission range must be defined as active CUs since they need the help of BS. The idle devices that are willing to serve as relays for the D2D pairs are defined as inactive CUs. We neglect the idle devices that are not willing to serve as relays since they are irrelevant to this work. From the analysis above, we know that the numbers of D2D pairs and active CUs in the network are indeed determined by the communication requirements and locations of the devices. Thus, there exist some scenarios in which the number of D2D pairs is less than the number of active CUs. Usually, these scenarios are called "resource-abundant" scenarios and have been investigated in many existing works, i.e. [9], [10], [26]-[28]. In this paper, we focus on the resource-abundant scenarios where the D2D pairs share the uplink resource of the active CUs. Similar to [9], [10], [26]-[28], to avoid mutual interferences between D2D pairs, reduce the impact of D2D transmissions on the cellular transmissions, and simplify the theoretical analysis, we assume that the uplink resource of each active CU can be shared by at most one D2D pair, and each D2D pair can only share the resource of one active CU. For each D2D pair, it can choose a relay node from the inactive CUs to assist its communication if its average end-to-end transmission rate can be further improved; otherwise, it communicates directly without going through a relay node. When a D2D pair communicates via a relay node, we consider three transmission schemes: NNC scheme, HNC scheme, and PNC scheme. To protect privacy, the data packets of D2D pairs via the relay nodes need to be encrypted. When a relay node receives data signals, it only decodes the signals and corrects the errors caused by wireless transmissions, but can not obtain the content of the data since it does not know the encryption key.

The channel is divided into $K$ sub-channels in frequency domain. Let $W_{\text {total }}$ denote the total frequency bandwidth. Then, the bandwidth of each sub-channel, $W$, equals $W_{\text {total }} / K$. Each active CU is allocated one sub-channel, and the unused sub-channels are reserved for the newly-arrived CUs. Our goal is to maximize the sum-rate of D2D pairs while satisfying the rate requirements of active CUs by properly allocating the resource of active CUs, choosing the SINR thresholds, and the relay nodes.

We adopt the Rayleigh fading channel model with channel gain $g$ following the exponential distribution [25]. Let $h(\cdot)$ and $E[\cdot]$ respectively denote the probability density function (PDF) and the expected value. Then, we have $h(g)=$ $\frac{1}{E[g]} \exp \left(-\frac{g}{E[g]}\right)$. Furthermore, we adopt the block fading model, in which the channel gain does not change during a packet transmission but independently varies in different packet transmissions [29].

## B. Transmission rate of wireless devices in LTE standard

In LTE standard, each device has a rate adaption module, which changes the modulation scheme and coding rate according to the channel condition [30]. Each configuration of the modulation scheme and coding rate corresponds to a required minimum SINR for ensuring a given bit error rate, which is called the SINR threshold. That is, the transmission is successful only when the SINR at the receiving device is bigger than the specified SINR threshold; otherwise, transmission failure occurs and the current packet needs to be retransmitted [31]. When the channel condition is good, the transmitting device will use a higher-order modulation scheme and a higher coding rate to achieve higher transmission rate, which corresponds to a higher SINR threshold. In this paper, we use Shannon's capacity formula to approximate the relationship between the instantaneous transmission rate $x_{\max }$ and the specified SINR threshold $\gamma_{0}$. That is, $x_{\max }=W \log \left(1+\gamma_{0}\right)$. Here, the unit of $x_{\text {max }}$ is "nats/s" since natural logarithm is used. Considering that the channel is time-varying, the SINR at the receiving node might be lower than the specified SINR threshold, which leads to transmission failure. Therefore, statistically, the average rate of a transmission $x_{a v g}$ equals

$$
\begin{equation*}
x_{a v g}=x_{\max } Q=Q W \log \left(1+\gamma_{0}\right), \tag{1}
\end{equation*}
$$

where $Q$ is the successful probability of the considered transmission.

## C. Transmission schemes of D2D pairs

To identify the performance gain achieved by the assist of relays and PNC scheme, we consider four kinds of transmission schemes for D2D pairs, namely, no-relay scheme, NNC opportunistic relay scheme, HNC opportunistic relay scheme, and PNC opportunistic relay scheme. In no-relay scheme, the two nodes of each D2D pair communicate directly without going through a relay node; while in NNC, HNC, and PNC opportunistic relay scheme, the two nodes of each D2D pair communicate through a relay node respectively by NNC, HNC, and PNC scheme if the average transmission rate can be improved; otherwise, they communicate directly without going through a relay node. The detailed transmission processes of the above schemes are shown in Fig. 3. From Fig. 3, we can see that when two D2D nodes communicate directly without going through a relay node, two transmission stages are needed; and when two D2D nodes communicate through a relay node in NNC, HNC, and PNC schemes, we need four, three, and two transmission stages, respectively.

Furthermore, we know that in the first transmission stage of PNC scheme, the relay node extracts NC packets from the superimposed EM waves of two D2D nodes. According to [7], to make sure that the extraction process is successful, the two signals from D2D nodes should have similar average power. Since the channel gains vary in different packet transmissions, we need a short transmit power adjusting process at the beginning of each packet transmission, as shown in Fig. 4. First, D2D node 1 and D2D node 2 transmit sequent test bits to the relay node. According to the average powers of the received signals from D2D node 1 and D2D node 2,
$P_{r c v}^{1}$ and $P_{r c v}^{2}$, the relay node broadcasts several bits to the two D2D nodes with the information of the transmit power adjustment. In particular, if $P_{r c v}^{1}>P_{r c v}^{2}$, the relay node tells D2D node 1 to decrease its transmit power by a ratio $\left(1-\frac{P_{r c v}^{2}}{P_{r c v}^{1}}\right)$; if $P_{r c v}^{1}<P_{r c v}^{2}$, the relay node tells D2D node 2 to decrease its transmit power by a ratio $\left(1-\frac{P_{r c v}^{1}}{P_{r c v}^{c}}\right)$; if $P_{r c v}^{1}=P_{r c v}^{2}$, the relay node tells both the two D2D nodes that the transmit powers do not need to change. After the transmit power adjustment, the average powers of the received signals from D2D node 1 and D2D node 2 at the relay node both equal $\min \left(P_{r c v}^{1}, P_{r c v}^{2}\right)$.


Fig. 3. Transmission processes of D2D pairs.


Fig. 4. The transmit power adjusting process in the first transmission stage of the PNC scheme.

Next, we show the implementation details of the considered scenario. In cellular networks, centralized control architecture is adopted, and the BS is used to direct the transmissions of all links via control channel. In particular, the active CUs and D2D nodes first send the BS the transmission requests and the information needed in the optimization process. Then, based on the available relay nodes, the BS starts the optimization process, and broadcasts the optimization results (including the optimal SINR thresholds, the optimal CU-D2D pairing, and the selected relay nodes) to all the devices. According to the optimal SINR thresholds, each device can select proper modulation scheme and coding rate for the transmission [30]. Also, from the optimization results, each device knows when to transmit and receive data packets, and which sub-channel the transmission will use. When the transmission requests or the availability of relay nodes change, the BS restarts the optimization process and renews the resource allocations according to the new optimization results. From the control process above, we know that the overhead is only the exchange of some additional information between the BS and mobile devices.

## III. Problem formulation

Let $\mathcal{C}_{a c t}=\left\{c_{a c t}^{i}, 1 \leq i \leq\left|\mathcal{C}_{a c t}\right|\right\}, \quad \mathcal{C}_{\text {nact }}=$ $\left\{c_{\text {nact }}^{n}, 1 \leq n \leq\left|\mathcal{C}_{\text {nact }}\right|\right\}$, and $\mathcal{D}=\left\{d_{j}, 1 \leq j \leq|\mathcal{D}|\right\}$ respectively denote the set of active CUs, inactive CUs, and D2D pairs in the system. Let $d_{j}^{1}$ and $d_{j}^{2}$ denote the two nodes of D2D pair $d_{j}$. If $d_{j}$ communicates via a relay node, its relay node is denoted by $r_{j}$. We define $y_{i, j} \in\{0,1\}$ as the indicator which indicates whether $\mathrm{CU} c_{a c t}^{i}$ shares the uplink resource with D2D pair $d_{j}$. That is, $y_{i, j}=1$ when CU $c_{a c t}^{i}$ shares the uplink resource with D2D pair $d_{j}$; otherwise, $y_{i, j}=0$. According to the descriptions in Section II-A, we have $\sum_{c_{a c t}^{i} \in \mathcal{C}_{a c t}} y_{i, j}=1, \forall d_{j} \in \mathcal{D}$ and $\sum_{d_{j} \in \mathcal{D}} y_{i, j} \leq 1, \forall c_{a c t}^{i} \in \mathcal{C}_{a c t}$. Next we calculate the average transmission rate of active CUs and D2D pairs based on the method described in Section II-B, respectively.

## A. Average transmission rate of active CUs

When $\mathrm{CU} c_{a c t}^{i}$ does not share its resource with any D2D pair, its transmission rate obviously satisfies the rate requirement. Thus, we only need to calculate the transmission rate of $\mathrm{CU} c_{a c t}^{i}$ when it shares its resource with a D2D pair. According to the transmission processes of D2D pairs in Section II-C, there are two interference cases. The first case is $\mathrm{CU} c_{a c t}^{i}$ transmits under the interference of another device. The second case is $\mathrm{CU} c_{a c t}^{i}$ transmits under the interference of two concurrently transmitting D2D nodes. Then, based on the definition and calculation method of the average transmission rates for wireless devices in Section II-B, the average transmission rates of $\mathrm{CU} c_{a c t}^{i}$ under these two interference cases are derived in Proposition 1 and Proposition 2, respectively.

Proposition 1: Under the interference of device $f_{1}$, the average transmission rate from $c_{a c t}^{i}$ to $\mathrm{BS}, x_{f_{1}}^{c_{a c t}^{i}, B S}$, equals

$$
\begin{align*}
& x_{f_{1}}^{c_{a c t}^{i}, B S}=W \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \exp \left(-\frac{\gamma_{0}^{i_{a c t}^{i}, B S} N_{0} W}{P_{t r}^{c_{i c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B}\right]}\right) \\
& \frac{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{c_{i}^{i}}\right]}{\gamma_{0}^{c_{a c t}^{i}, B S} P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}, \tag{2}
\end{align*}
$$

where $\gamma_{0}^{u, v}, g_{u}^{v}, P_{t r}^{u}$, and $N_{0}$ denote the SINR threshold for the successful transmission from device $u$ to device $v$, the channel gain from device $u$ to device $v$, the transmit power of device $u$, and the power spectral density of additive Gaussian white noise, respectively.

Proof: Let $I_{u}^{v}$ and $\gamma^{u, v}$ denote the interference from device $u$ to device $v$, and the SINR at device $v$ when device $u$ transmits, respectively. Then, we have $\gamma^{c_{a c t}^{i}, B S}=\frac{P_{t r}^{c_{a c t}^{i}} g_{c_{a}}^{B S}}{N_{0} W+I_{f_{1}}^{B S}}$. Given $I_{f_{1}}^{B S}, \gamma^{c_{a c t}^{i}, B S}$ follows the exponential distribution with expected value of $\frac{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}{N_{0} W+I_{f_{1}}^{B S}}$. That is, $h\left(\gamma^{c_{a c t}^{i}, B S}\right)=$ $\frac{N_{0} W+I_{f_{1}}^{B S}}{P_{t r}^{c_{a c t}^{i c t}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]} \exp \left(-\frac{\gamma_{a c t}^{c^{i}, B S}\left(N_{0} W+I_{f_{1}}^{B S}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}\right)$. Thus, the successful transmission probability from $c_{a c t}^{i}$ to BS when $I_{f_{1}}^{B S}$
is given, $s_{f_{1}}^{c_{\text {act }}^{i}, B S}\left(I_{f_{1}}^{B S}\right)$, equals

$$
\begin{aligned}
& s_{f_{1}}^{c_{c t}^{i}, B S}\left(I_{f_{1}}^{B S}\right)=\int_{\gamma_{0}^{c_{0}^{i}}, \vec{i}, B S}^{+\infty} h\left(\gamma^{c_{a c t}^{i}, B S}\right) d \gamma_{a c t}^{c_{a c t}^{i}, B S} \\
& =\exp \left(-\frac{\gamma_{0}^{c_{a c t}^{i}, B S}\left(N_{0} W+I_{f_{1}}^{B S}\right)}{P_{t r}^{c_{c t}^{i}} E\left[g_{c_{a c t}^{i}}^{g_{i}^{B S}}\right]}\right) .
\end{aligned}
$$

Then, according to equation (1), the average transmission rate from $c_{a c t}^{i}$ to BS when $I_{f_{1}}^{B S}$ is given, $x_{f_{1}}^{c_{\text {act }}^{i}, B S}\left(I_{f_{1}}^{B S}\right)$, equal$\mathrm{s} W \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \exp \left(-\frac{\gamma_{0}^{c_{a c t}^{i}, B S}\left(N_{0} W+I_{f_{1}}^{B S}\right)}{P_{t r}^{c_{c c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}\right)$. Since $I_{f_{1}}^{B S}=P_{t r}^{f_{1}} g_{f_{1}}^{B S}, I_{f_{1}}^{B S}$ follows the exponential distribution with expected value $P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]$. That is, $h\left(I_{f_{1}}^{B S}\right)=$ $\frac{1}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]} \exp \left(-\frac{I_{f_{1}}^{B S}}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]}\right)$. Then, $x_{f_{1}}^{c_{a c t}^{i}, B S}$ equals

$$
\begin{aligned}
& x_{f_{1}}^{c_{\text {act }}^{i}, B S}=\int_{0}^{+\infty} x_{f_{1}}^{c_{\text {act }}^{i}, B S}\left(I_{f_{1}}^{B S}\right) h\left(I_{f_{1}}^{B S}\right) d I_{f_{1}}^{B S} \\
& =W \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \exp \left(-\frac{\gamma_{0}^{c_{a c t}^{i}, B S} N_{0} W}{P_{t r}^{c_{c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{i}\right]}\right) \\
& \frac{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B}\right]}{\gamma_{0}^{c_{a c t}^{i}, B S} P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right.} .
\end{aligned}
$$

Proposition 2: Under the interference of two concurrently transmitting D2D nodes $d_{j}^{1}$ and $d_{j}^{2}$, the average transmission rate from $c_{a c t}^{i}$ to $\mathrm{BS}, x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}$, equals

$$
\begin{align*}
& x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}=\frac{W \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{l}
g_{c_{a c t}^{B S}}^{B S}
\end{array}\right]}{\left(\gamma_{0}^{c_{a c t}^{i}, B S} P_{t r}^{d_{j}^{1}} E\left[g_{d j_{j}^{B}}^{B S}\right]+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B}\right]\right)} \times \tag{3}
\end{align*}
$$

Proof: The successful transmission probability from $c_{a c t}^{i}$ to BS when $I_{d_{j}^{1}}^{B S}$ and $I_{d_{j}^{2}}^{B S}$ are given, $s_{d_{j}^{1}, d_{j}^{2}}^{i^{i}, B S}\left(I_{d_{j}^{1}}^{B S}, I_{d_{j}^{2}}^{B S}\right)$, can be derived by similar methods used in the proof of Proposition 1 , which equals

$$
s_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}\left(I_{d_{j}^{1}}^{B S}, I_{d_{j}^{2}}^{B S}\right)=\exp \left(-\frac{\gamma_{0}^{c_{a c t}^{i}, B S}\left(N_{0} W+I_{d_{j}^{1}}^{B S}+I_{d_{j}^{2}}^{B S}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}\right) .
$$

According to equation (1), the average transmission rate from $c_{a c t}^{i}$ to BS when $I_{d_{j}^{1}}^{B S}$ and $I_{d_{j}^{2}}^{B S} \quad$ are $\quad$ given, $\quad x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}\left(I_{d_{j}^{1}}^{B S}, I_{d_{j}^{2}}^{B S}\right)$, equals
$W \log \left(1+\gamma_{0}^{c_{c c t}^{i}, B S}\right) \exp \left(-\frac{\gamma_{0}^{c_{a c t}^{i}, B S}\left(N_{0} W+I_{d j}^{B S}+I_{d_{j}^{2}}^{B S}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{c c t}^{B S}}^{B S}\right]}\right)$.
Considering that $I_{d_{j}^{1}}^{B S}$ and $I_{d_{j}^{2}}^{B S}$ are independent and respectively follow the exponential distribution with expected values $P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{B S}\right]$ and $P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{2}}^{B S}\right], x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}$ equals

$$
\begin{aligned}
& x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}=\int_{0}^{+\infty} \int_{0}^{+\infty} x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}\left(I_{d_{j}^{1}}^{B S}, I_{d_{j}^{2}}^{B S}\right) h\left(I_{d_{j}^{1}}^{B S}\right) \\
& h\left(I_{d_{j}^{2}}^{B S}\right) d I_{d_{j}^{1}}^{B S} d I_{d_{j}^{2}}^{B S}=\frac{W \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{c^{i}}\right]}{\left(\gamma_{0}^{c_{a c t}^{i}, B S} P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{B S}\right]+P_{t r}^{\left.c_{a c t}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{B S}\right]\right)}\right.} \\
& \quad \times \frac{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right] \exp \left(-\frac{\gamma_{0}^{c_{a c t}^{i}, B S}{ }_{N_{0} W}}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{i}\right]}\right)}{\left(\gamma_{0}^{c_{a c t}^{i}, B S} P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{B}}^{B S}\right]+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B}\right]\right)} .
\end{aligned}
$$

Based on the Proposition 1 and 2, the transmission rate from $\mathrm{CU} c_{a c t}^{i}$ to BS under the interference of D2D pair $d_{j}, x_{d_{j}}^{c_{a c t}^{i}, B S}$, can be expressed as follows. When $d_{j}^{1}$ and $d_{j}^{2}$ communicate directly without going through a relay node, $x_{d_{j}}^{c_{a c t}^{i}, B S}$ equals

$$
\begin{equation*}
x_{d_{j}}^{c_{a c t}^{i}, B S}=\min \left(x_{d_{j}^{1}}^{c_{c_{c t}^{i}}^{i}, B S}, x_{d_{j}^{2}}^{c_{a c t}^{i}, B S}\right) . \tag{4}
\end{equation*}
$$

When $d_{j}^{1}$ and $d_{j}^{2}$ communicate via relay node $r_{j}$ in NNC and NC schemes, $x_{d_{j}}^{c_{\text {act }}^{i}, B S}$ equals

$$
\begin{equation*}
x_{d_{j}}^{c_{a c t}^{i}, B S}=\min \left(x_{d_{j}^{1}}^{c_{a c t}^{i}, B S}, x_{d_{j}^{2}}^{c_{a c t}^{i}, B S}, x_{r_{j}}^{c_{a c t}^{i}, B S}\right) \tag{5}
\end{equation*}
$$

When $d_{j}^{1}$ and $d_{j}^{2}$ communicate via relay node $r_{j}$ in PNC scheme, $x_{d_{j}}^{c_{\text {act }}^{i}, B S}$ equals

$$
\begin{equation*}
x_{d_{j}}^{c_{a c t}^{i}, B S}=\min \left(x_{d_{j}^{1}}^{c_{a c t}^{i}, B S}, x_{d_{j}^{2}}^{c_{a c t}^{i}, B S}, x_{r_{j}}^{c_{a c t}^{i}, B S}, x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}\right) \tag{6}
\end{equation*}
$$

According to equation (2), we know that $x_{f_{1}}^{c_{\text {act }}^{i}, B S}$ decreases as the average interference power $P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]$ increases. Let $d_{j}^{u}$ denote the node in the transmission of D2D pair $d_{j}$ that has the highest average interference power to device $u$. That is, if $d_{j}^{1}$ and $d_{j}^{2}$ communicate directly without going through a relay node, $d_{j}^{u}$ is selected from the set $\left\{d_{j}^{1}, d_{j}^{2}\right\}$; if $d_{j}^{1}$ and $d_{j}^{2}$ communicate via relay node $r_{j}, d_{j}^{u}$ is selected from the set $\left\{d_{j}^{1}, d_{j}^{2}, r_{j}\right\}$. Then, equations (4) and (5) can be both simply expressed as

$$
\begin{equation*}
x_{d_{j}}^{c_{a c t}^{i}, B S}=x_{d_{j}^{B S}}^{c_{a c t}^{i}, B S} . \tag{7}
\end{equation*}
$$

And, equation (6) can be simply expressed as

$$
\begin{equation*}
x_{d_{j}}^{c_{a c t}^{i}, B S}=\min \left(x_{d_{j}^{B S}}^{c_{a c t}^{i}, B S}, x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}\right) . \tag{8}
\end{equation*}
$$

## B. Average transmission rate of $D 2 D$ pairs

According to the descriptions in Section II-C, the transmissions of D2D pairs in different stages can be classified into three types. In the first type, a node transmits packets to another node. In the second type, the relay node broadcasts NC packets to two D2D nodes. In the third type, two D2D nodes transmit packets concurrently to the relay node. In the following, we first derive the transmission rates of the three types of transmission of D2D pairs respectively in Proposition 3-5. The average rates of D2D pairs with and without relay nodes can then be calculated accordingly.

Proposition 3: In the first type of transmission of D2D pairs, the transmission rate from node $f_{1}$ to node $f_{2}$ under the interference of $\mathrm{CU} c_{a c t}^{i}, x_{c_{a c t}^{i}, f_{2}}^{f_{1}}$, equals

$$
\begin{align*}
& x_{c_{a c t}^{i}}^{f_{1}, f_{2}}=W \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \exp \left(-\frac{\gamma_{0}^{f_{1}, f_{2}} N_{0} W}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}\right) \times \\
& \frac{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}{\gamma_{0}^{f_{1}, f_{2}} P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{f_{2}}}^{f_{2}}\right]+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]} \tag{9}
\end{align*}
$$

The proof of Proposition 3 is similar to the proof of Proposition 1 and thus is omitted here.

Proposition 4: In the second type of transmission of D2D pairs, the transmission rate from the relay node $r_{j}$ to two D2D nodes $d_{j}^{1}$ and $d_{j}^{2}$ under the interference of $\mathrm{CU} c_{a c t}^{i}, x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$, equals
where $\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$ is the SINR threshold for the successful transmission from $r_{j}$ to $d_{j}^{1}$ and $d_{j}^{2}$.

Proof: Under the interference of $\mathrm{CU} c_{a c t}^{i}$, the SINR at $d_{j}^{1}$ and $d_{j}^{2}$ when $r_{j}$ transmits, $\gamma_{1}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$ and $\gamma_{2}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$, equal $\frac{P_{t r}^{r_{j}} g_{r_{j}^{j}}^{d_{j}^{1}}}{N_{0} W+I_{c_{i c t}^{i}}^{d_{j}^{1}}}$ and $\frac{P_{t r}^{r_{j}} g_{r_{j}^{2}}^{d_{j}^{2}}}{N_{0} W+I_{c_{i}^{2}}^{d_{i}^{2}}}$, respectively. Given $I_{c_{a c t}^{a}}^{d_{j}^{1}}$ and $I_{c_{a c t}^{i}}^{d_{j}^{2}}$, the PDFs of $\gamma_{1}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$ and $\gamma_{2}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$ respectively equal $\frac{N_{0} W+I_{c_{a}^{c t}}^{d_{j}^{1}}}{P_{t r}^{r_{j}} E\left[\begin{array}{l}g_{r_{j}^{c t}}^{d_{j}^{j}}\end{array}\right]} \exp \left(-\frac{\gamma_{1}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\left(N_{0} W+I_{c_{j}}^{d_{j}^{1}}\right)}{P_{t r}^{r_{j}} E\left[g_{r_{j}}^{d_{j}^{1}}\right]}\right)$ and $\frac{N_{0} W+I_{c_{a c t}^{i}}^{d_{j}^{2}}}{P_{t r}^{r_{j}} E\left[g_{r_{j}}^{d_{j}^{2}}\right]} \exp \left(-\frac{\gamma_{2}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\left(N_{0} W+I_{c_{a c t}^{i}}^{d_{j}^{2}}\right)}{P_{t r}^{r_{j}} E\left[g_{r_{j}}^{d_{j}^{2}}\right]}\right)$.

Since the transmission from $r_{j}$ to $d_{j}^{1}$ and $d_{j}^{2}$ is successful only when both $d_{j}^{1}$ and $d_{j}^{2}$ can successfully receive the packets, the successful transmission probability from $r_{j}$ to $d_{j}^{1}$ and $d_{j}^{2}$ when $I_{c_{a c t}^{i}}^{d_{j}^{1}}$ and $I_{c_{a c t}^{i}}^{d_{j}^{2}}$ are given, $s_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\left(I_{c_{a c t}^{i}}^{d_{j}^{1}}, I_{c_{a c t}^{i}}^{d_{j}^{2}}\right)$, can be calculated as follows.

$$
\begin{aligned}
& s_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\left(I_{c_{a c t}^{i}}^{d_{j}^{1}}, I_{c_{a c t}^{i}}^{d_{j}^{2}}\right)=\operatorname{Pr}\left(\gamma_{1}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}} \geq \gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right) \\
& \times \operatorname{Pr}\left(\gamma_{2}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}} \geq \gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right) \\
& =\exp \left(-\frac{\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}}{P_{t r}^{r_{j}}}\left(\frac{\left(N_{0} W+I_{c_{a c t}^{i}}^{d_{j}^{1}}\right)}{E\left[\begin{array}{l}
g_{r_{j}^{1}}^{1}
\end{array}\right]}+\frac{\left(N_{0} W+I_{c_{a c t}^{i}}^{d_{j}^{2}}\right)}{E\left[g_{r_{j}^{d}}^{d_{j}^{2}}\right]}\right)\right) .
\end{aligned}
$$

Then, given $I_{c_{a c t}^{i}}^{d_{j}^{1}}$ and $I_{c_{a c t}^{i}}^{d_{j}^{2}}$, the average transmission rate from $r_{j}$ to $d_{j}^{1}$ and $d_{j}^{2}, x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\left(I_{c_{a c t}^{i}}^{d_{j}^{1}}, I_{c_{a c t}^{i}}^{d_{j}^{2}}\right)$, equals

$$
\begin{aligned}
& W \log \left(1+\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right) \exp \left(-\frac{\left.\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right.}\right\}}{P_{t r}^{r_{j}}}\left(\frac{\left(N_{0} W+I_{c_{a c t}^{i}}^{d_{j}^{1}}\right.}{E\left[\begin{array}{c}
d_{j}^{1} \\
g_{j}
\end{array}\right]}\right.\right. \\
& \left.\left.+\frac{\left(N_{0} W+I_{c_{a c t}^{i}}^{d_{j}^{2}}\right)}{E\left[g_{r_{j}}^{d_{j}^{2}}\right]}\right)\right) \text {.Thus, } x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}} \text { equals } \\
& x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}=\int_{0}^{+\infty} \int_{0}^{+\infty} x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\left(I_{c_{a c t}^{i}}^{d_{j}^{1}}, I_{c_{a c t}^{i}}^{d_{j}^{2}}\right) \times \\
& h\left(I_{c_{a c t}^{i}}^{d_{j}^{1}}\right) h\left(I_{c_{a c t}^{i}}^{d_{j}^{2}}\right) d I_{c_{a c t}^{i}}^{d_{j}^{1}} d I_{c_{a c t}^{i}}^{d_{j}^{2}}
\end{aligned}
$$

Proposition 5: In the third type of transmission of D2D pairs, the transmission rate from two concurrently transmitting D2D nodes ( $d_{j}^{1}$ and $d_{j}^{2}$ ) to the relay node $r_{j}$ under the interference of $\mathrm{CU} c_{a c t}^{i}, x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}$, equals

$$
\begin{aligned}
& x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}=W(1-\beta) \log \left(1+\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \times
\end{aligned}
$$

where $\beta$ is the proportion of time that is used for the transmit power adjustment, and $\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}$ is the SINR threshold for the successful transmission from $d_{j}^{1}$ and $d_{j}^{2}$ to $r_{j}$.

Proof: From Section II-C, we know that after the transmit power adjustment, the average powers of the received signals from the two D2D nodes both equal min $\left(P_{t r}^{d_{j}^{1}} g_{d_{j}^{1}}^{r_{j}}, P_{t r}^{d_{j}^{2}} g_{d_{j}^{2}}^{r_{j}}\right)$. Let $l_{1}$ and $l_{2}$ denote the two D 2 D signals arriving at the relay node. Let $b_{1}$ and $b_{2}$ denote the baseband signal corresponding to $l_{1}$ and $l_{2}$, respectively. According to [7], the distance between two adjacent values of the superimposed baseband signal " $b_{1}+b_{2}$ " is the same as that between two adjacent values of either $b_{1}$ or $b_{2}$. Thus, obtaining a packet from the superimposed signal has the same difficulty as obtaining a packet from $l_{1}$ or $l_{2}$. Therefore, in this case, the SINR at the relay node, $\gamma\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}$, equals $\frac{\min \left(P_{t r}^{d_{j}^{1}} g_{d_{j}^{r_{j}}}^{r_{j}}, P_{t r}^{d_{j}^{2}} g_{d_{j}^{2}}^{r_{j}}\right)}{N_{0} W+I_{c_{a c t}^{\prime}}^{j_{j}^{\prime}}}$. Given $I_{c^{i}}^{r_{j}}$, the successful transmission probability in this case, $S_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(I_{c_{a c t}^{i}}^{r_{j}}\right)$, can be calculated as follows.

$$
\begin{aligned}
& s_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(I_{c_{a c t}^{i}}^{r_{j}}\right)=\operatorname{Pr}\left(\gamma^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \\
& =\operatorname{Pr}\left(\frac{\min \left(P_{t r}^{d_{j}^{1}} g_{d_{j}^{1}}^{r_{j}}, P_{t r}^{d_{j}^{2}} g_{d_{j}^{2}}^{r_{j}}\right)}{N_{0} W+I_{c_{c c t}}^{r_{j}^{i}}}>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \\
& =\operatorname{Pr}\left(\min \left(\frac{P_{t r}^{d_{j}^{1}} g_{d_{j}^{1}}^{r_{j}}}{N_{0} W+I_{c_{j c t}}^{T_{j}}}, \frac{P_{t r}^{d_{j}^{2}} g_{d_{j}^{2}}^{r_{j}}}{N_{0} W+I_{c_{a c t}}^{I_{j}}}\right)>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \\
& =\operatorname{Pr}\left(\frac{P_{t r}^{d_{j}^{1}} g_{d_{j}^{1}}^{r_{j}}}{N_{0} W+I_{c_{a c t}^{i}}^{r_{j}^{i}}}>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \times \\
& \operatorname{Pr}\left(\frac{P_{t r}^{d_{j}^{2}} g_{d_{j}^{2}}^{r_{j}}}{N_{0} W+I_{c_{a c t}^{i}}^{j_{j}}}>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) .
\end{aligned}
$$

Let $z_{1}$ and $z_{2}$ denote $\frac{P_{t r}^{d_{j}^{1}} g_{d_{j}^{1}}^{r_{j}}}{N_{0} W+I_{c}^{\gamma_{j}}{ }_{c i c t}}$ and $\frac{P_{t r}^{d_{j}^{2}} g_{d_{j}^{j}}^{r_{j}}}{N_{0} W+I_{c a c t}^{r_{j}}}$. respectively. Given $I_{c_{a c t}^{i}}^{r_{j}}, z_{1}$ and $z_{2}$ follow the exponential distribution respectively with expected values of $\frac{P_{t r}^{d_{j}^{1}} E\left[\begin{array}{l}r_{j} \\ g_{d_{j}^{1}}\end{array}\right]}{N_{0} W+I_{c_{a c t}}^{r_{j}^{i}}}$ and $\frac{P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{j}}^{r_{j}}\right]}{N_{0} W+I_{c_{a c t}}^{r_{j}^{i}}}$. Thus, $s_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(I_{c_{a c t}^{i}}^{r_{j}}\right)$ can be expressed as

$$
\begin{aligned}
& s_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(I_{c_{a c t}^{i}}^{r_{j}}\right)=\operatorname{Pr}\left(z_{1}>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \times \\
& \operatorname{Pr}\left(z_{2}>\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \\
& =\exp \left(-\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(N_{0} W+I_{c_{a c t}^{i}}^{r_{j}}\right)\left(\frac{1}{P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{\left.r_{j}\right]}\right.}+\right.\right. \\
& \left.\left.\frac{1}{P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{2}}^{r_{j}}\right]}\right)\right) .
\end{aligned}
$$

Then, according to equation (1), the average transmission rate from $d_{j}^{1}$ and $d_{j}^{2}$ to $r_{j}$ when $I_{c_{a c t}^{i}}^{r_{j}}$ is given, $x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(I_{c_{a c t}^{i}}^{r_{j}}\right), \quad$ equals $\quad W \log \left(1+\gamma_{0}^{\substack{c_{a c t}^{i} \\\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j} \\ i}} \times\right.$ $\exp \left(-\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(N_{0} W+I_{c_{a c t}^{r_{j}}}^{r_{j}}\right)\left(\frac{1}{P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{r_{j}}\right]}+\right.\right.$ $\left.\frac{1}{P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{2}}^{r_{j}}\right]}\right)$. Thus, $x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}$ equals

$$
\begin{aligned}
& x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}=\int_{0}^{+\infty} x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\left(I_{c_{a c t}^{i}}^{r_{j}}\right) h\left(I_{c_{a c t}^{r_{j}}}^{r_{j}}\right) d I_{c_{a c t}^{i}}^{r_{j}} \\
& =W \log \left(1+\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \times
\end{aligned}
$$

Considering that the proportion of time that is used for data transmission equals $(1-\beta)$, equation (11) can be obtained.

The average transmission rate of a D2D pair is defined as the average number of nats exchanged between the two D2D nodes per second when the two D2D nodes transmit the same number of packets to each other. Let $x_{c_{a c t}^{i}}^{d_{j}}$ denote the average transmission rate of $d_{j}$ under the interference of CU $c_{\text {act }}^{i}$. Then, based on Proposition 3-5, we can calculate $x_{c_{a c t}^{i}}^{d_{j}}$ as follows. In the case that the relay node is not used, $x_{c_{a c t}^{i}}^{d_{j}^{i}}$ equals

$$
\begin{equation*}
x_{c_{a c t}^{i}}^{d_{j}}=\frac{2}{\substack{1 \\ x_{j}^{1}, d_{j}^{2} \\ x_{\text {cact }}^{i}}} \frac{1}{c_{i}^{2} d_{j}^{2}, d_{j}^{1}} . \tag{12}
\end{equation*}
$$

In the case that the relay node is used, $x_{c_{a c t}^{i}}^{d_{j}}$ in NNC, NC, and PNC schemes respectively equals

$$
\begin{align*}
& x_{c_{a c t}^{i}}^{d_{j}}=\frac{1}{\frac{1}{x_{x}{ }_{j}^{1}, r_{j}}+\frac{1}{c_{a c t}^{i} d_{c_{j}, r_{j}}^{i}}+\frac{1}{x_{a c t} r_{j}, d_{j}^{2}}+\frac{1}{c_{a c t}^{i} r_{j}, d_{j}^{1}}},  \tag{13}\\
& x_{c_{a c t}^{i}}^{d_{j}}=\frac{1}{\frac{1}{x_{c_{j}^{1}, r_{j}}^{i}}+\frac{1}{x_{a c t}^{i}{ }_{j}^{2}, r_{j}}+\frac{1}{{ }_{c_{a c t}^{i}}^{i},\left\{d_{j}^{1}, d_{j}^{2}\right\}}},  \tag{14}\\
& x_{c_{a c t}^{i}}^{d_{j}}=\frac{1}{\frac{1}{\substack{\left.x_{j}^{i}, d_{j}^{2}\right\}, r_{j}  \tag{15}\\
c_{a c t}^{i}}}+\frac{1}{\substack{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\} \\
c_{a c t}^{i}}} .} .
\end{align*}
$$

The sum-rate of all the D2D pairs in the system, $R_{\text {sum }}^{\mathcal{D}}$, can then be expressed as

$$
\begin{equation*}
R_{s u m}^{\mathcal{D}}=\sum_{d_{j} \in \mathcal{D}} \sum_{c_{a c t}^{i} \in \mathcal{C}_{a c t}} y_{i, j} x_{c_{a c t}^{i}}^{d_{j}} \tag{16}
\end{equation*}
$$

Thus, given the selections of relays, the maximization problem of the sum-rate of all the D2D pairs can be formulated as follows.

$$
\begin{align*}
\max & R_{\text {sum }}^{\mathcal{D}}, \\
\text { s.t. } & \sum_{c_{a c t}^{i} \in \mathcal{C}_{a c t}} y_{i, j}=1, \forall d_{j} \in \mathcal{D},  \tag{17a}\\
& \sum_{d_{j} \in \mathcal{D}} y_{i, j} \leq 1, \forall c_{a c t}^{i} \in \mathcal{C}_{a c t},  \tag{17b}\\
& x_{d_{j}}^{c_{a c t}^{i}, B S}>X_{\min }^{c_{a c t}^{i}} \text { if } y_{i, j}=1, \forall c_{a c t}^{i} \in \mathcal{C}_{a c t}, \forall d_{j} \in \mathcal{D} . \tag{17c}
\end{align*}
$$

Here, $X_{\text {min }}^{c_{\text {act }}^{i}}$ is the transmission rate requirement of $\mathrm{CU} c_{a c t}^{i}$. Constraint (17a) demonstrates that each D2D pair only shares the resource of one active CU. Constraint (17b) accounts the fact that each active CU at most shares its resource with one D2D pair. Constraint (17c) ensures that the transmission rates of CUs satisfy the rate requirements. Problem (17) is an MINLP, which is difficult to solve in general. In the next section, we discuss how Problem (17) is solved.

## IV. Joint Resource Allocation and SINR Optimization

Obviously, Problem (17) can be treated as a maximumweight bipartite-matching problem as follows.

$$
\begin{array}{ll}
\max & \sum_{c_{a c t}^{i} \in \mathcal{C}_{a c t}} \sum_{d_{j} \in \mathcal{D}} y_{i, j} Q_{i, j}, \\
\text { s.t. } & \sum_{c_{a c t}^{i} \in \mathcal{C}_{a c t}} y_{i, j}=1, \forall d_{j} \in \mathcal{D}, \\
& \sum_{d_{j} \in \mathcal{D}} y_{i, j} \leq 1, \forall c_{a c t}^{i} \in \mathcal{C}_{a c t} . \tag{18b}
\end{array}
$$

Here, $Q_{i, j}$ is the maximum transmission rate of $d_{j}$ when it shares the resource of $c_{a c t}^{i}$ under the given relay selection (including the case that no relay node is selected), which can be obtained as follows. We first optimize the SINR thresholds to maximize $x_{c_{c c t}^{i}}^{d_{j}}$ and $x_{d_{j}}^{c_{a c t}^{i}, B S}$ according to the method given in Section IV-A. If the maximum value of $x_{d_{j}}^{c_{a c t}^{i}, B S}$ is larger than the transmission rate requirement of $\mathrm{CU} c_{a c t}^{i}$, then, $Q_{i, j}$ equals the maximum value of $x_{c_{a c t}^{i}}^{d_{j}}$; otherwise, $d_{j}$ with the current relay selection cannot share the resource of $c_{a c t}^{i}$ and thus $Q_{i, j}$ is set to " $-\infty$ ". After the calculation of $Q_{i, j}$, we can use the classical Hungarian (Kuhn-Munkres) algorithm to obtain the optimal resource sharing between D2D pairs and CUs that maximizes the sum-rate of D2D pairs [32], [33]. Next, we derive the optimal SINR thresholds to maximize $x_{c_{a c t}^{i}}^{d_{j}}$ and $x_{d_{j}}^{c_{a c t}^{i}, B S}$, respectively.

## A. SINR thresholds optimization

From equations (7), (8), (12), (13), (14), and (15), we know that in all cases, if the relay selections of D2D pairs are given, $x_{c_{a c t}^{i}}^{d_{j}}$ and $x_{d_{j}}^{c_{a c t}^{i}, B S}$ are maximized when $x_{c_{a c t}^{i}}^{f_{1}, f_{2}}, x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$, $x_{c_{a c t}^{i}}^{\left\{d_{j}^{t}, d_{j}^{2}\right\}, r_{j}}, x_{f_{1}}^{c_{a c t}^{i}, B S}$, and $x_{d_{j}^{1}, d_{j}^{2}}^{c_{j a}^{i}, B S}$ are maximized. In the following, we first derive the optimal SINR thresholds that respectively maximize $x_{c_{a c t}^{i}, f_{2}}^{f_{1}, x_{c_{a c t}^{i}}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}, x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}, x_{f_{1}}^{c_{c a c t}^{i}, B S}, ~}$ and $x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}$ in Theorem 1-5, when the average interference power at the receiving nodes is smaller than the given values. In the case that the average interference power at the receiving nodes is higher than the given values, the optimal SINR thresholds can be obtained by numerical search.

Theorem 1: If $P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{f_{2}}\right]<P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right], x_{c_{a c t}^{i}}^{f_{1}, f_{2}}$ is maximized when $\gamma_{0}^{f_{1}, f_{2}}$ satisfies

$$
\begin{align*}
& 1-\frac{N_{0} W\left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right)}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]} \\
& -\frac{\left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right) P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{f_{2}}}^{f_{2}}\right]}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{f_{2}}}^{f_{2}}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}=0 . \tag{19}
\end{align*}
$$

Proof: According to equation (9), the first derivative of $x_{c_{a c t}^{i}}^{f_{1}, f_{2}}$ equals

$$
\begin{aligned}
& \frac{\mathrm{d} x_{c_{a c t}^{f_{1}, f_{2}}}^{i}}{\mathrm{~d} \gamma_{0}^{f_{1}, f_{2}}}=\frac{W P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right] \exp \left(-\frac{\gamma_{0}^{f_{1}, f_{2}} N_{0} W}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}\right)}{\left(1+\gamma_{0}^{f_{1}, f_{2}}\right)\left(P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}
g_{c_{a c t}}^{f_{2}}
\end{array}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]\right)} \times \\
& \left(1-\frac{N_{0} W\left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right)}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}\right. \\
& \left.-\frac{\left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right) P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}
g_{c_{2 c t}}^{f_{2}}
\end{array}\right]}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{f_{2}}}^{f_{i}^{i}}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}\right) .
\end{aligned}
$$

Let $Q_{1}=1-\frac{N_{0} W\left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right)}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}-$ $\frac{\left(1+\gamma_{0}^{f_{1}, f_{2}}\right) \log \left(1+\gamma_{0}^{f_{1}, f_{2}}\right) P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}g_{2}^{f_{2}} \\ c_{a c t}^{i}\end{array}\right]}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}}^{f_{2}}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}$. We next show that, if $P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{f_{2}}\right]<P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right], Q_{1}$ decreases from a positive value to a negative value when $\gamma_{0}^{f_{1}, f_{2}}$ increases from 0. Let $U_{1} \triangleq \frac{P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}g_{2}^{f_{2}} \\ g_{\text {act }}^{i}\end{array}\right]\left(1+\gamma_{0}^{f_{1}, f_{2}}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}g_{2}^{f_{2}} \\ c_{a c t}^{i}\end{array}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}$, which can be expressed as $U_{1}=1-\frac{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]-P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}g_{c_{2}}^{i} \\ c_{a c t}\end{array}\right]}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}}^{f_{2}}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}$. If $P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{f_{2}}\right] \quad<\quad P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right], \quad$ we have $P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]-P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{f_{2}}}^{f_{2}}\right]>0$. Thus, $U_{1}$ increases as $\gamma_{0}^{f_{1}, f_{2}}$ increases. Therefore, $Q_{1}$ decreases as $\gamma_{0}^{f_{1}, f_{2}}$ increases. Furthermore, we have $\lim _{\gamma_{0}^{f_{1}, f_{2} \rightarrow 0}} Q_{1}=1$, and $\lim _{\gamma_{0}^{f_{1}, f_{2}} \rightarrow+\infty} Q_{1}=-\infty$. Thus, $Q_{1}$ decreases from a positive value to a negative value as $\gamma_{0}^{f_{1}, f_{2}}$ increases from 0 . Since $\frac{W P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right] \exp \left(-\frac{\gamma_{0}^{f_{1}, f_{2}} N_{0} W}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]}\right)}{\left(1+\gamma_{0}^{f_{1}, f_{2}}\right)\left(P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{f_{2}}}^{f_{2}}\right] \gamma_{0}^{f_{1}, f_{2}}+P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]\right)}>0, \frac{\mathrm{~d} x_{c_{a c t}^{f_{1}, f_{2}}}^{\mathrm{c}_{0}^{f_{1}, f_{2}}}}{\gamma_{0}}$ decreases from a positive value to a negative value as $\gamma_{0}^{f_{1}, f_{2}}$ increases from 0. That is, if $P_{t r}^{c_{c c t}^{i}} E\left[g_{c_{a c t}^{i}}^{f_{2}}\right]<P_{t r}^{f_{1}} E\left[g_{f_{1}}^{f_{2}}\right]$, $x_{c_{a c t}^{a}}^{f_{1}, f_{2}}$ increases first and then decreases as $\gamma_{0}^{f_{1}, f_{2}}$ increases, and it reaches the maximum value when $\gamma_{0}^{f_{1}, f_{2}}$ satisfies equation (19).
Theorem 2: If $P_{t r}^{c_{c c t}^{i}} E\left[\begin{array}{c}d_{j}^{1} \\ g_{c_{a c t}}^{i}\end{array}\right]<P_{t r}^{r_{j}} E\left[g_{r_{j}}^{d_{j}^{1}}\right] \quad$ and $P_{t r}^{c_{c t}^{i}} E\left[\begin{array}{c}d_{j}^{2} \\ c_{a c t}^{i}\end{array}\right]<P_{t r}^{r_{j}} E\left[\begin{array}{c}d_{r_{j}^{2}}^{d_{j}}\end{array}\right], x_{c_{a c t}^{r_{j}},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$ is maximized when $\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}$ satisfies

$$
\begin{aligned}
& 1-N_{0} W\left(\frac{1}{P_{t r}^{r_{j}} E\left[g_{r_{j}^{1}}^{d_{j}}\right]}+\frac{1}{P_{t r}^{r_{j}} E\left[g_{r_{j}}^{d_{j}^{2}}\right]}\right) \times \\
& \left(1+\gamma_{0}^{\left.r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}\right)}\right) \log \left(1+\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right)- \\
& \left(\frac{P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}
d_{j}^{1} \\
c^{i}{ }_{a c t}^{i}
\end{array}\right]\left(1+\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right) \log \left(1+\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}
d_{j}^{1} \\
c_{a c t}^{i}
\end{array}\right] \gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}+P_{t r}^{r_{j}} E\left[g_{r_{j}^{d}}^{d_{j}^{1}}\right]}\right.
\end{aligned}
$$

$$
\left.+\frac{P_{t r}^{c_{a c t}^{i}} E\left[\begin{array}{c}
d_{j}^{2} \\
c_{a c t}^{i}
\end{array}\right]\left(1+\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right) \log \left(1+\gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{d_{j}^{2}}}^{d^{i}}\right] \gamma_{0}^{r_{j},\left\{d_{j}^{1}, d_{j}^{2}\right\}}+P_{t r}^{r_{j}} E\left[g_{r_{j}}^{d_{j}^{2}}\right]}\right)=0
$$

Theorem 3: If $P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{r_{j}}\right]<\frac{1}{\left(\frac{1}{\frac{1}{P_{t r}^{1}{ }_{j}}\left[\begin{array}{l}r_{j} \\ g_{j}^{1}\end{array}\right]}+\frac{1}{P_{t r}^{d_{j}^{2}}\left[\begin{array}{c}r_{j} \\ g_{j}^{2}\end{array}\right]}\right),}$
$x_{c_{a c t}^{i}}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}$ is maximized when $\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}$ satisfies
$1-\left(1+\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \log \left(1+\gamma_{0}^{\left\{d_{j}^{1}, d_{j}^{2}\right\}, r_{j}}\right) \times$
$\left(N_{0} W\left(\frac{1}{P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{r_{j}}\right]}+\frac{1}{P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{2}}^{r_{j}}\right.}\right)\right.$

Theorem 4: If $P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right]<P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{B S}\right], x_{f_{1}}^{c_{a c t}^{i}, B S}$ is maximized when $\gamma_{0}^{c_{\text {act }}^{i}, B S}$ satisfies

$$
\begin{aligned}
& 1-\frac{N_{0} W\left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B}\right]} \\
& -\frac{P_{t r}^{f_{1}} E\left[g_{f_{1} B S}^{B S}\right]\left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right)}{P_{t r}^{f_{1}} E\left[g_{f_{1}}^{B S}\right] \gamma_{0}^{c_{a c t}^{i}, B S}+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{i S}\right]}=0 .
\end{aligned}
$$

Theorem 5: If $P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{B S}\right]<P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{B S}\right]$ and $P_{t r}^{d_{j}^{2}} E\left[g_{d j}^{B S}\right]<P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{i}}^{B S}\right], x_{d_{j}^{1}, d_{j}^{2}}^{c_{a c t}^{i}, B S}$ is maximized when $\gamma_{0}^{c_{\text {act }}^{i}, B S}$ satisfies

$$
\begin{aligned}
& 1-\frac{N_{0} W\left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right)}{P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}- \\
& \left(\frac{P_{t r}^{d_{j}^{1}} E\left[g_{d}^{B S}\right]\left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right)}{P_{t r}^{d_{j}^{1}} E\left[g_{d j}^{B S}\right] \gamma_{0}^{c_{a c t}^{i}, B S}+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}+\right. \\
& \left.\frac{P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{2}}^{B S}\right]\left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right) \log \left(1+\gamma_{0}^{c_{a c t}^{i}, B S}\right)}{P_{t r}^{d_{j}^{2}} E\left[g_{d j}^{B S}\right] \gamma_{0}^{c_{a c t}^{i}, B S}+P_{t r}^{c_{a c t}^{i}} E\left[g_{c_{a c t}^{B S}}^{B S}\right]}\right)=0 .
\end{aligned}
$$

The proofs of Theorem 2-5 are similar to the proof of Theorem 1 and thus are omitted here. Theorem 1-5 imply that, in all the transmission cases of CUs and D2D pairs, the optimal SINR threshold can be derived through theoretical analysis if the average interference power at the receiving node(s) is smaller than a given value. In Theorem 1, Theorem 2, Theorem 4 , and Theorem 5, this given value equals the average signal power at the corresponding receiving node; while in Theorem 3 , the given value equals

no less than half of the average power of the weaker signal at the relay node, $\frac{1}{2} \min \left(P_{t r}^{d_{j}^{1}} E\left[g_{d_{j}^{1}}^{r_{j}}\right], P_{t r}^{d_{j}^{2}} E\left[g_{d_{j}^{2}}^{r_{j}}\right]\right)$. That is, the conditions in all theorems can usually be satisfied in most of scenarios where the mutual interference is not too severe. For the other scenarios where the mutual interference is extremely severe, we can obtain the optimal SINR thresholds by numerical search.


Fig. 5. The iterative relay selection algorithm.

## V. The Iterative Relay Selection Algorithm

In this section, we propose an iterative relay selection algorithm to find out the relays that can further improve the sum-rate of D2D communications, based on the solution to Problem (17). Since all the D2D pairs transmit concurrently by using different frequency-domain sub-channels, an inactive CU can only be used as the relay node of one D2D pair. Thus, to avoid the case that two or more D2D pairs choose the same relay node, the relay selection processes of different D2D pairs cannot be treated independently. In the following, an iterative algorithm is proposed for the relay selection of all the D2D pairs to increase their sum-rate, as shown in Fig. 5. At the beginning of the iterative relay selection algorithm, no inactive CU is selected by the D2D pairs. That is, all the inactive CUs are unoccupied. Let $R_{\text {cur }}^{\mathcal{D}}, \mathcal{C}_{\text {nact }}^{c u r}$, and $\mathcal{D}^{\text {cur }}$ denote the maximum sum-rate of the D2D pairs under the current relay selection, the set of inactive CUs that are unoccupied and the set of D2D pairs that have not selected a relay node at current time, respectively. Then, at the beginning of the iterative relay selection algorithm, $R_{c u r}^{\mathcal{D}}$ is the maximum sum-rate of the D2D pairs when no D2D pairs communicates via a relay node, and, $\mathcal{C}_{\text {nact }}^{c u r}$ and $\mathcal{D}^{\text {cur }}$ respectively equal $\mathcal{C}_{\text {nact }}$ and $\mathcal{D}$. Consider that adding relay nodes can improve the transmission rate of the D2D pairs only when the relay nodes can increase the transmission SINRs. Thus, in the relay selection of each D2D pair, we can only consider the inactive CUs that are close to the corresponding D2D nodes. In particular, for $d_{j} \in \mathcal{D}^{c u r}$, we define $\mathcal{C}_{\text {nact }}^{d_{j}}$ as the set of inactive CUs in $\mathcal{C}_{\text {nact }}^{c u r}$ whose distances from $d_{j}^{1}$
and $d_{j}^{2}$ are both smaller than the distance between $d_{j}^{1}$ and $d_{j}^{2}$. When selecting a relay node for $d_{j} \in \mathcal{D}^{c u r}$, we only select from $\mathcal{C}_{\text {nact }}^{d_{j}}$. In each round, based on the solution to Problem (17), we calculate $T_{j, n}$, which is the maximum sum-rate of the D2D pairs if $d_{j} \in \mathcal{D}^{\text {cur }}$ further uses $c_{\text {nact }}^{n} \in \mathcal{C}_{\text {nact }}^{d_{j}}$ as its relay node. Let $T_{j_{1}, n_{1}}$ denote $\max _{d_{j} \in \mathcal{D}^{\text {cur }}, c_{\text {nact }}^{n} \in \mathcal{C}_{\text {nact }}^{d_{j}}}\left\{T_{j, n}\right\}$. Then, if $T_{j_{1}, n_{1}}>R_{\text {cur }}^{\mathcal{D}}, d_{j_{1}} \in \mathcal{D}^{\text {cur }}$ select inactive $\mathrm{CU} c_{\text {nact }}^{n_{1}}$ as its relay node, $\mathcal{D}^{\text {cur }}=\mathcal{D}^{\text {cur }} \backslash\left\{d_{j_{1}}\right\}, \mathcal{C}_{\text {nact }}^{c u r}=\mathcal{C}_{\text {nact }}^{c u r} \backslash\left\{c_{\text {nact }}^{n_{1}}\right\}$, and $R_{\text {cur }}^{\mathcal{D}}=T_{j_{1}, n_{1}}$. The iterative relay selection algorithm is terminated if $T_{j_{1}, n_{1}} \leq R_{\text {cur }}^{\mathcal{D}}$ or $\mathcal{D}^{\text {cur }}=\emptyset$.

Next we discuss the computational complexity of the proposed solution. From the descriptions above, at each round of the iterative relay selection algorithm, we need to solve Problem (17) $\sum_{d_{j} \in \mathcal{D}}\left|\mathcal{C}_{\text {nact }}^{d_{j}}\right|$ times at most. Since there are at most $|\mathcal{D}|$ rounds, the maximum computational complexity of the proposed solution is to solve Problem (17) $|\mathcal{D}| \cdot \sum_{d_{j} \in \mathcal{D}}\left|\mathcal{C}_{\text {nact }}^{d_{j}}\right|$ times. According to [34], the computational complexity of the solution for Problem (17) by Hungarian algorithm is $O\left(\left|\mathcal{C}_{a c t}\right|^{4}\right)$. Therefore, the maximum computational complexity of the proposed solution is $|\mathcal{D}| \cdot\left(\sum_{d_{j} \in \mathcal{D}}\left|\mathcal{C}_{\text {nact }}^{d_{j}}\right|\right)$. $O\left(\left|\mathcal{C}_{a c t}\right|^{4}\right)$.

## VI. Performance Evaluation

In this section, we carry out simulations to evaluate the performance of the proposed methods and compare the performance of different schemes. In the simulation, the active and inactive CUs and D2D pairs are uniformly distributed within the circular area centered at the BS. The expected value of channel gain $E[g]$ is obtained from log-distance path-loss model. We cite the system parameters adopted in [35]. In particular, the cellular radius and the path-loss exponent for the calculation of the expected value of channel gain are set to 300 m and 4 , respectively. The transmit power of active CUs, the noise power density, the bandwidth of each sub-channel, and the rate requirements of active CUs are set to 23 dBm , $-174 \mathrm{dBm} / \mathrm{Hz}, 20 \mathrm{kHz}$, and $20 \mathrm{knats} / \mathrm{s}$, respectively.

## A. Validation of Propositions for transmission rate calcula-

 tionsTo validate the average transmission rate calculations derived in Propositions 1-5, we compare them with simulations in which the real Rayleigh fading channel is adopted when the SINR threshold is varied in the typical range [0.5, 1000]. The average rate in the simulation is obtained from 30000 transmission attempts. We randomly generate five CU-D2D pairs. Each D2D pair is assigned a relay node located near the center of the D2D link. In the validation of Proposition 3, we consider the average transmission rate from $d_{j}^{1}$ to $d_{j}^{2}$. In the validation of Proposition 5, the proportion of time that is used for the transmit power adjusting process, $\beta$, is set to 0.1 . From Fig. 6, we can see that the closed-form expressions derived in Proposition 1-5 are quite accurate since the analytical results (lines) exactly match the simulations (symbols).


Fig. 6. Validation of Propositions.

## B. Performance comparison with other policies

Fig. 7 compares the performance of the proposed approach with the optimal solution via exhaustive search when the distance between two D2D nodes in a D2D pair randomly varies from 20 m to 100 m . Since the running time of the exhaustive search increases exponentially as the numbers of active CUs and D2D pairs increase, we can only consider an extremely small network with two D2D pairs and three active CUs. The transmit power of D2D transmission is set to 10 $d B m$. The number of inactive CUs is set to 1000 . In the PNC opportunistic relay scheme, the proportion of time that is used for the transmit power adjusting process, $\beta$, is set to 0.1 . In each random case, we regenerate the positions of the CUs and D2D nodes. From Fig. 7, we can see that the performance of the proposed approach is close to the optimal solution. In the next part, we will further compare the performance of the proposed approach with other policies in big networks.

Fig. 8 shows the performance of the derived SINR thresholds, denoted as "TH", versus the optimal SINR thresholds from exhaustive-search method (ES), and the following SINR threshold setting policies respectively in no-relay scheme, NNC, HNC, and PNC opportunistic relay schemes:

1) Average SINR policy (AS). For the transmission from one device to another device, the SINR threshold is set to the ratio of the average signal power to the average interference and noise power at the receiving device. For


Fig. 7. The performance comparison with the optimal solution.
the transmission from the relay node to two D2D nodes, the SINR threshold is set to $\frac{1}{2}\left(S I N R_{1}+S I N R_{2}\right)$, where $S I N R_{1}$ and $S I N R_{2}$ are the ratio of the average signal power to the average interference and noise power at the two D2D nodes, respectively. For the transmission from two D2D nodes to the relay node, the SINR threshold is set to the ratio of the smaller average power of the two signals from D2D nodes to the average interference and noise power at the relay node.
2) Twice Average SINR policy (TW), in which the SINR thresholds are set to twice of the ones in the AS policy.
3) Half Average SINR policy (HA), in which the SINR thresholds are set to half of the ones in the AS policy.
4) Single SINR policy (SS), in which the SINR thresholds for all the transmissions are the same and optimized by numerical search.

We consider the random cases in which the numbers of active CUs and D2D pairs are randomly selected from the range of $[25,35]$ and $[10,20]$, respectively, and each D2D pair is paired with a random active CU. The distance between two D2D nodes in a D2D pair and the transmit power of D2D transmission are set to 80 m and 10 dBm , respectively. Each D2D pair is allocated a given relay. In the PNC opportunistic relay scheme, $\beta$ is set to 0.1 .


Fig. 8. The performance of the derived SINR threshold.

From Fig. 8, we can see that: 1) The derived SINR thresholds exactly match the optimal SINR thresholds from exhaustive-search method. 2) Compared with the AS, TW, HA, and SS SINR threshold setting policies, the derived SINR threshold can obtain a performance enhancement of $9 \%-125 \%$. The reason is that the four compared policies can not adjust the SINR threshold according to the channel condition of each transmission. Another observation is that the performance of the four compared SINR threshold setting policies depends on the adopted scheme. For example, in no-relay scheme, the AS and TW policies outperform the HA and the SS policies; while in HNC and PNC opportunistic relay schemes, the HA policy has better performance than the AS, TW, and SS policies.

Fig. 9 compares the performance of the proposed bipartitematching method, with the Nearest First (NF), Farthest First (FF), and Random Selection (RS) resource sharing policies, respectively in no-relay scheme, NNC, HNC, and PNC opportunistic relay schemes under the optimal SINR thresholds. In NF, FF, and RS resource sharing policies, for each D2D pair, we respectively select the nearest, the farthest, and a random active CU that satisfies: 1) the active CU has not been selected


Fig. 9. The performance of the optimal bipartite-matching.
by other D2D pairs; 2) the rate requirement of the active CU can be satisfied. Here, the distance between a CU and a D2D pair is defined as the average distance between the CU and the two D2D nodes. The distance between two D2D nodes in a D2D pair, the transmit power of D2D transmission, and the value of $\beta$ in PNC opportunistic relay scheme are the same as those used in Fig. 8. Each D2D pair is allocated a given relay. We consider the random cases in which the numbers of active CUs and D2D pairs are randomly selected from the range of [25, 35] and [10, 20], respectively.

From Fig. 9, we can see that in all schemes: 1) The NF resource sharing policy has the worst performance since it has the biggest mutual interference between D2D pairs and their sharing CUs. 2) Compared with the FF and RS policies, the bipartite-matching method can achieve an average sum-rate enhancement of $16 \%$ and $115 \%$, respectively.

## C. Performance comparison of the considered schemes

Fig. 10 and Fig. 11 show the performance comparison of the four schemes under different numbers of active CUs when the number of D2D pairs is set to 15 , and under different numbers of D2D pairs when the number of active CUs is set to 30, respectively. The distance between two D2D nodes in a D2D pair, the transmit power of D2D transmission, and the value of $\beta$ in PNC opportunistic relay scheme are the same as those used in Fig. 8. The number of inactive CUs is set to 1000. From Fig. 10 and Fig. 11, we can see that in all schemes, the maximum sum-rate of D2D pairs increases as the numbers of


Fig. 10. Performance comparison of the four schemes under different numbers of active CUs.


Fig. 11. Performance comparison of the four schemes under different numbers of D2D pairs.

D2D pairs and active CUs increase. The reason is as follows. Increasing the number of D2D pairs increases the sum-rate of D2D pairs directly; while increasing the number of active CUs reduces the interference to the D2D pairs. Another observation from these two figures is that the performance gains of NNC, HNC, and PNC opportunistic relay schemes versus the norelay scheme change slowly as the numbers of active CUs and D2D pairs increase. That is, the performance gains are not sensitive to the network size.

Fig. 12 and Fig. 13 show the performance comparison of the four schemes under different settings of the distance between two D2D nodes in a D2D pair when the transmit power of D2D transmission is set to 10 dBm , and under different transmit powers of D2D transmission when the distance between two D2D nodes in a D2D pair is set to 80 m , respectively. The


Fig. 12. Performance comparison of the four schemes under different settings of the distance between two D2D nodes in a D2D pair.
number of active CUs, the number of D2D pairs, the number of inactive CUs, and the value of $\beta$ in PNC opportunistic relay scheme are set to $30,15,1000$, and 0.1, respectively. From Fig. 12 and Fig. 13, we can see that in all schemes, as the distance between two D2D nodes in a D2D pair increases or the transmit power of D2D transmission decreases, the maximum sum-rate of D2D pairs decreases and the performance gains of NNC, HNC, and PNC opportunistic relay schemes versus the no-relay scheme increase. The maximum performance gains of NNC, HNC, and PNC opportunistic relay schemes versus the no-relay scheme reach $206 \%, 238 \%$, and $268 \%$, respectively. The reason is that as the distance between two D2D nodes in a D2D pair increases or the transmit power of D2D transmission decreases, the SINR at each receiving device of D2D transmissions decreases, which leads to the decrease of transmission rate. Furthermore, according to the Shannon's capacity formula, the transmission rate is more sensitive to the SINR at the low SINR domain. Thus, when the SINR at each receiving device of D2D transmissions is lower, adding a relay node to increase the SINR can increase the average transmission rate of D2D pairs more effectively. Therefore, the performance gains of NNC, HNC, and PNC opportunistic relay schemes versus the no-relay scheme increase as the distance between two D2D nodes in a D2D pair increases or the transmit power of D2D transmission decreases.

Fig. 14 shows the effect of the number of inactive CUs on the system performance. The number of active CUs, the number of D2D pairs, the distance between two D2D nodes in a D2D pair, the transmit power of D2D transmission, and the value of $\beta$ in PNC opportunistic relay scheme are set to 30,15 , $80 \mathrm{~m}, 10 \mathrm{dBm}$, and 0.1, respectively. From Fig. 14, we can see that the performance of NNC, HNC, PNC opportunistic relay scheme increases as the number of inactive CUs increases. The reason is that when the number of inactive CUs is bigger, we can select a properer relay for each D2D pair, which improves the system performance.


Fig. 13. Performance comparison of the four schemes under different transmit powers of D2D transmission.


Fig. 14. Effect of the number of inactive CUs.


Fig. 15. Performance gain of PNC opportunistic relay scheme under different values of $\beta$.

Fig. 15 shows the performance gain of PNC opportunistic relay scheme under different values of $\beta$ when the number of active CUs, the number of D2D pairs, the number of inactive CUs, the distance between two D2D nodes in a D2D pair, and the transmit power of D2D transmission are set to $30,15,1000$, 80 m , and 10 dBm , respectively. From Fig. 15, we can see that the performance gains of the PNC opportunistic relay scheme versus the no-relay scheme, the NNC and HNC opportunistic relay schemes decrease as the value of $\beta$ increases, and the performance of PNC opportunistic relay scheme outperforms the other schemes when $\beta$ is smaller than 0.35 . The maximum performance gains of the PNC opportunistic relay scheme versus the no-relay scheme, the NNC, and HNC opportunistic relay schemes reach $241 \%, 150 \%$, and $126 \%$, respectively.

## VII. Conclusion

In this paper, we have investigated the sum-rate maximization problem of the D2D pairs while satisfying the rate requirements of active CUs in the D2D communications underlaying cellular network over the Rayleigh fading channel. For the D2D pairs, the no-relay scheme, the NNC, the HNC, and the PNC opportunistic relay schemes were considered. We found that in the four schemes, given the relay selections, the sum-rate maximization problem of D2D pairs can be formulated as an MINLP. To solve this problem, we proposed a two-step approach to obtain the solution to the formulated MINLP by first deriving the optimal SINR thresholds to maximize the transmission rates under different transmission schemes for each possible pairing of a D2D pair and a CU. Based on the maximum transmission rates of D2D pairs for each possible pairing in the first step, a bipartite-matching method was further proposed to optimize the CU-D2D pairing. According to the solution to the MINLP, an iterative relay selection algorithm was developed to find out the relays that can further improve the sum-rate of D2D communications. Extensive simulation results showed that: 1) compared with the no-relay scheme, the NNC, HNC, and PNC opportunistic relay schemes achieve a maximum performance enhancement of $106 \%, 138 \%$, and $168 \%$, respectively; 2) when three percent of time is used for the transmit power adjustment, the performance gains of the PNC opportunistic relay scheme versus the no-relay scheme, the NNC and HNC opportunistic relay schemes can reach $241 \%, 150 \%$, and $126 \%$, respectively.

In this paper, we only performed numerical simulations to validate the theoretical analysis and the proposed algorithms. In the future work, some practical experiments will be considered for further validations.
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