
Medium Access Control Protocols with Fast Collision Resolution: Supporting
Real-Time and Data Services in Wireless LANs

�

Younggoo Kwon, Yuguang Fang and Haniph Latchman
Department of Electrical and Computer Engineering, University of Florida

435 Engineering Building, P.O.Box 116130, Gainesville, FL 32611-6130
ykwon@ufl.edu, fang@ece.ufl.edu, latchman@list.ufl.edu

Abstract

Development of ef�cient medium access control (MAC)
protocols which provide both high throughput performance
for data traf�c and good quality of service (QoS) support
for real-time traf�c is the current major focus in distributed
contention-based MAC research. In this paper, we propose
an ef�cient contention algorithm for wireless local area net-
works, namely the Fast Collision Resolution (FCR) algo-
rithm. The MAC protocol with this new algorithm attempts
to provide signi�cantly high throughput performance for
data services. To support QoS for real-time services, we
incorporate the priority algorithm based on service differ-
entiations with the FCR algorithm, and show that this pri-
oritized FCR algorithm can simultaneously achieve high
throughput and good QoS support for real-time and data
services.

1. Introduction

A good medium access control (MAC) protocol for wire-
less local area networks (LANs) should provide an ef�-
cient mechanism to share limited spectrum resources, to-
gether with simplicity of operation and high throughput.
Medium access control algorithms in wireless LANs can
be classi�ed into two broad categories, namely, contention-
based MAC algorithms and reservation-based MAC algo-
rithms. It is challenging to address throughput, fairness
and QoS issues in the distributed contention-based wire-
less local area networks where no centralized scheduler
exists. In this paper, we focus on the performance is-
sues in such environments. Distributed contention-based
MAC protocol research in wireless networks started with
ALOHA and slotted ALOHA in the 1970s. Later, MACA,
MACAW, FAMA and DFWMAC were proposed by incor-
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porating the carrier sense multiple access (CSMA) tech-
nique as well as the request to send (RTS) and clear to
send (CTS) handshaking mechanism for collision avoidance
(CA) ([2, 9, 12] and references therein). The most pop-
ular contention-based wireless MAC protocol, the carrier
sense multiple access/collision avoidance (CSMA/CA), be-
comes the basis of the MAC protocol for the IEEE 802.11
standard[17]. However, it is observed that if the number of
active users increases, the throughput performance of the
IEEE 802.11 MAC protocol degrades signi�cantly because
of the excessively high collision rate. Many researchers
have focused on analyzing and improving the performance
of the IEEE 802.11 MAC (see for example [3, 4, 5] and ref-
erences therein). To increase the throughput performance
of a distributed contention-based MAC protocol, an ef�-
cient collision resolution algorithm is needed to reduce the
overheads (such as packet collisions and idle slots) in each
contention cycle. To this end, many novel collision reso-
lution algorithms have been proposed. For example, im-
proved backoff algorithms are proposed to adjust the in-
creasing and decreasing factors of the contention window
size and the randomly chosen backoff values; the out-band
busy-tone signaling is used to actively inform others for
the busy channel status; and the contention information ap-
pended on the transmitted packets can also serve the pur-
pose to help the collision resolution[2, 3, 5, 11, 12]. Al-
though many innovative distributed contention-based MAC
protocols have been proposed, it is not an easy task to sat-
isfy all desirable properties while preserving the simplic-
ity of implementation in real wireless LANs. In this pa-
per, we propose a new ef�cient distributed contention-based
MAC algorithm, namely, the fast collision resolution (FCR)
algorithm. We observe that the main de�ciency of most
distributed contention-based MAC algorithms comes from
the packet collisions and the wasted idle slots due to back-
offs in each contention cycle. For example, in the IEEE
802.11 MAC protocol, when the number of active stations
increases, there are too many stations backed off with small
contention windows, hence many retransmission attempts
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Figure 1. Basic Packet Transmission Struc-
ture of CSMA/CA

will most likely collide again in the future, which would
slow down the collision resolution. In this regard, the FCR
algorithm attempts to resolve the collisions quickly by in-
creasing the contention window sizes of both the colliding
stations and the deferred stations due to prior loss in the
contention procedure, i.e., we devise an algorithm so that
all active stations will redistribute their backoff timers in
the large contention window range to avoid possible “fu-
ture” collisions. To reduce the number of idle slots, the
FCR algorithm gives a small idle backoff timer for the sta-
tion with a successful packet transmission. Moreover, when
a station detects a number of idle slots, it will start to re-
duce the backoff timer exponentially, comparing to the lin-
ear decrease in backoff timer in the IEEE 802.11 MAC. We
attempt to keep the proposed distributed contention-based
MAC easily implementable in real wireless local area net-
works. We extend the FCR algorithm by incorporating the
priority algorithm based on service differentiations[1, 10] to
support QoS for real-time and data services. The prioritized
FCR algorithm can achieve high throughput for best-effort
data traf�c transmissions while at the same time supporting
QoS for real-time applications.

This paper is organized as follows. In the next section,
we present the newly proposed the fast collision resolution
(FCR) algorithm. In Section 3, the prioritized FCR algo-
rithm for real-time and data services is explained. In the
�nal section, we present the conclusions.

2. Fast Collision Resolution : the Basic Idea

There are two major factors affecting the throughput per-
formance in the IEEE 802.11 MAC protocol: transmission
failures (we only consider failures due to packet collisions)
and the idle slots due to the backoff at each contention cy-
cle, which are shown in Figure 1.

Under high traf�c load (i.e., all
�

stations always have
packets to transmit) and under some ergodicity assumption,
we can obtain the following expression for the throughput
(for example, based on Figure 1, we can examine one trans-

mission cycle)[3, 5]:

��� ����� 	�

� ����� ��
������ ������ ��� � !#"%$��&��'(� )+*,�-��� ������ ��"
� !."��0/21#3��&� � !#"%$
(1)

where 4�5 687#9 is the average number of collisions in a virtual
transmission time (or a virtual transmission cycle), 4�5 :;7#9 is
the average number of idle slots resulting from backoff for
each contention period, <>= is the length of a slot (i.e., aSlot-
Time), and ?@ is the average packet length.

From this result, we can see that the best scenario in Fig-
ure 1, which gives the maximum throughput, would be the
following: a successful packet transmission must be fol-
lowed by another successful packet transmission without
any overheads, in which case, 4�5 6 7 9�ACB�D.4�5 : 7 9&AEB , the
throughput would be

F�G�HJI�K A ?@L ?@CMON�PRQSNTMOUWVYXZMO[�P�QSN�\ (2)

This can be achieved only when a perfect scheduling is pro-
vided with an imaginable helping hand. In such a scenario,
station ] will have the probability of packet transmission,^�K`_�a-bcI L ] \ , at each contention period as follows:

d egf�hJikj�lgmonqpsrut if station m transmits its packet at current contention periodv
otherwise

(3)

Suppose that under contention-based random backoff
schemes, we could assume that the backoff timer is chosen
randomly, then the probability of packet transmission for
station ] during the current contention period would depend
on the backoff timer[5]:

^ K`_%a-bRI L ] \ A wL : m M w \ (4)

where : m is the backoff timer of station ] .
This means that if station ] has the backoff timer B (i.e.,: m AuB ), then its backoff time is B and station ] will trans-

mit a packet immediately. Therefore, this can be interpreted
as that station ] has the probability of packet transmission
of w at current contention period. If station ] has the back-
off timer x , then its backoff time is also x , which can
be interpreted as that station ] has the probability of packet
transmission of B at current contention period. From this
discussion, (3) can be converted to (5):

y{z psr v
if station m transmits its packet at current contention period| otherwise

(5)

Thus, we conclude that if we could develop a contention-
based MAC algorithm, which assigns a backoff timer B to
the station in transmission while assigns all other stations'
backoff timers as x for each contention period, then we
could achieve the perfect scheduling, leading to the max-
imum throughput. Unfortunately, such a contention-based
MAC algorithm does not exist in practice. However, this
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does provide us the basic idea how to improve the through-
put performance in the MAC protocol design. We can
use the operational characteristics of the perfect scheduling
to design more ef�cient contention-based MAC algorithm.
One way to do so is to design a MAC protocol to approxi-
mate the behavior of perfect scheduling.

From (3) and (5), we conclude that to achieve high
throughput, the MAC protocol should have the following
operational characteristics:

1. Small random backoff timer for the station which has
successfully transmitted a packet at current contention
period: This will decrease the average number of idle
slots for each contention period, 4�5 :;7#9 in (1).

2. Large random backoff timer for stations that are de-
ferred their packet transmissions at current contention
period: The deferred station means a station which has
been suspended its packet transmission with a non-
zero backoff timer. Large random backoff timers for
deferred stations will decrease the collision probabil-
ity signi�cantly (and avoid future collisions more ef-
fectively).

3. Fast change of random backoff timer according to its
current state: transmitting or deferring: When a sta-
tion transmits a packet successfully, its random backoff
timer should be set small. The net effect of this opera-
tion is that whenever a station seizes the channel, it will
use the medium for a certain period of time to increase
the useful transmissions. When the station is deferred,
its random backoff timer should be set large to avoid
the future collisions. The net effect is that all deferred
stations will give the successful station more time to
�nish the back-logged packet transmissions. When a
station detects the medium is idle for a �xed number
of slots during backoff procedure, it would conclude
that no other stations are transmitting, and hence it will
reduce the backoff timer exponentially to reduce the
average idle slots.

2.1 Fast Collision Resolution Algorithm

As we pointed out, the major de�ciency of the IEEE
802.11 MAC protocol comes from the slow collision res-
olution as the number of active stations increases. An ac-
tive station can be in two modes at each contention period,
namely, the transmitting mode when it wins a contention
and the deferring mode when it loses a contention. When a
station transmits a packet, the outcome is either one of the
two cases: a successful packet transmission or a collision.
Therefore, a station will be in one of the following three
states at each contention period: a successful packet trans-
mission state, a collision state, and a deferred state. In most

distributed contention-based MAC algorithms, there is no
change in the contention window size for the deferring sta-
tions, and the backoff timer will decrease by one slot when-
ever an idle slot is detected. In the proposed fast collision
resolution (FCR) algorithm, we will change the contention
window size for the deferring stations and regenerate the
backoff timers for all potential transmitting stations to ac-
tively avoid “future” potential collisions, in this way, we
can resolve possible packet collisions quickly. More impor-
tantly, the proposed algorithm preserves the simplicity for
implementation like the IEEE 802.11 MAC.

The FCR algorithm has the following characteristics:

1. Use much smaller initial (minimum) contention win-
dow size @ ]�� V�� than the IEEE 802.11 MAC;

2. Use much larger maximum contention window size@���� V�� than the IEEE 802.11 MAC;

3. Increase the contention window size of a station when
it is in both collision state and deferring state;

4. Reduce the backoff timers exponentially fast when a
pre�xed number of consecutive idle slots are detected.

5. Assign the maximum successive packet transmission
limit ( �
	���
 _�a-bcI ) to keep fairness in serving users.

Item 1 and 4 attempt to reduce the average number of
idle backoff slots for each contention period ( 4�5 :S7#9 ) in
(1). Items 2 and 3 are used to quickly increase the back-
off timers, hence quickly decrease the probability of colli-
sions. In item 3, the FCR algorithm has the major differ-
ence from other contention-based MAC protocols such as
the IEEE 802.11 MAC. In the IEEE 802.11 MAC, the con-
tention window size of a station is increased only when it
experiences a transmission failure (i.e., a collision). In the
FCR algorithm, the contention window size of a station will
increase not only when it experiences a collision but also
when it is in the deferring mode and senses the start of a
new busy period. Therefore, all stations which have packets
to transmit (including those which are deferred) will change
their contention window sizes at each contention period in
the FCR algorithm. Item 5 is used to avoid that a station
dominates packet transmissions for a long period. If a sta-
tion has performed successive packet transmissions of the
maximum successive packet transmission limit ( ��	���
 _%a+bcI ),
it changes its contention window size to the maximum value
(maxCW) to give opportunities for medium access to other
stations.

The detailed FCR algorithm is described as follows ac-
cording to the state a station is in:

1. Backoff Procedure: All active stations will monitor the
medium. If a station senses the medium idle for a slot,
then it will decrement its backoff time (BT) by a slot
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time, i.e., : � bRH � A : �������	� ��N�

��� � ] @�� (or the back-
off timer is decreased by one unit in terms of slot).
When its backoff timer reaches to zero, the station will
transmit a packet. If there are 5 L @ ]�� V�� M w \���� � w 9consecutive idle slots being detected, its backoff timer
should be decreased much faster (say, exponentially
fast), i.e., : � bcH � A : � ����� � : � ������� � A : � ������� �
( ]���: � bcH ��� ��N�

��� � ] @�� D ����� � : � bRH � A B ) or the
backoff timer is decreased by a half. For example, if a
station has the backoff timer of � B��! , hence its back-
off time is : �CA � B��! � ��N�
"��� � ] @#� , which will be
decreased by a slot time at each idle slot until the back-
off timer reaches 2040 (we assume that 5 L @ ]�� V�� M
w \$�%� � w 9 A& or @ ]�� V�� A(' ). After then, if the
idle slots continue, the backoff timer will be decreased
by one half, i.e., : � bcH � A : � ������� � at each additional
idle slot until either it reaches to zero or it senses a non-
idle slot, whichever comes �rst. As an illustration, af-
ter  idle slots, we will have : � A w B � B � ��N�
"��� � ] @#�
on the 8th idle slot, : � A*) w B � ��N�
"��� � ] @#� on the 9th
idle slot, : � A � )+) � ��N�
"��� � ] @#� on the 10th idle slot,
and so on until it either reaches to zero or detects a non-
idle slot. Therefore, the wasted idle backoff time is
guaranteed to be less than or equal to w , � � N-

��� � ] @��
for the above scenario. The net effect is that the unnec-
essary wasted idle backoff time will be reduced when
a station, which has just performed a successful packet
transmission, runs out of packets for transmission or
reaches its maximum successive packet transmission
limit.

2. Transmission Failure (Packet Collision): If a station
notices that its packet transmission has failed possi-
bly due to packet collision (i.e., it fails to receive an
acknowledgment from the intended receiving station),
the contention window size of the station will be in-
creased and a random backoff time (BT) will be cho-
sen, i.e., V�� A/.10�2 5 @�� ��V�� D L#L V�� M w \3�4� �w \ 9 , : � A65 �{]�� ��72@ L BqD V�� \8� ��N�
"��� � ] @�� , where
5 �{]�� ��72@ L � D:9 \ indicates an integer randomly drawn
from the uniform distribution between � and 9 , andV�� is the current contention window size.

3. Successful Packet Transmission: If a station has �n-
ished a successful packet transmission, then its con-
tention window size will be reduced to the initial (min-
imum) contention window size @ ]�� V�� and a random
backoff time (BT) value will be chosen accordingly,
i.e., V�� A @ ]�� V�� , : � A;5 �{]�� ��72@ L BqD V�� \8�
��N�

��� � ] @�� . If a station has performed successive
packet transmissions which reaches the maximum suc-
cessive transmission limit (or larger), then it will per-
form the following actions to give opportunities for the
medium access to other stations: V�� A @ � � V�� ,

Table 1. Network Configurations
Parameter Value
SIFS 10 < sec
DIFS 50 < sec
A slot time 20 < sec
aPreambleLength 144 bits
aPLCPHeaderLength 48 bits
Bit rate 2 Mbps

: � A=5 �{]�� ��72@ L BqD V�� \>� ��N�
"��� � ] @#� .
4. Deferring State: For a station which is in deferring

state, whenever it detects the start of a new busy period,
which indicates either a collision or a packet transmis-
sion in the medium, the station will increase its con-
tention window size and pick a new random backoff
time (BT) as follows: V�� A=.10�2 5 @�� ��V�� D L#L V�� M
w \���� � w \ 9 , : � A�5 �{]�� ��72@ L BqD V�� \�� ��N�
"��� � ] @#� .

In the FCR algorithm, the station that has successfully
transmitted a packet will have the minimum contention win-
dow size and a small value of the backoff timer, hence it
will have a higher probability to gain access of the medium,
while other stations have relatively larger contention win-
dow size and larger backoff timers. After a number of suc-
cessful packet transmissions for one station, another station
may win a contention and this new station will then have
higher probability to gain access of the medium for a period
of time.

2.2 Performance Evaluation of the MAC Protocol
with Fast Collision Resolution

We present the simulation studies for the proposed fast
collision resolution (FCR) algorithm and the IEEE 802.11
MAC protocol in a wireless LAN using direct sequence
spread spectrum (DSSS). The parameters used in the simu-
lations are shown in Table 1, which are based on the IEEE
802.11 network con�gurations[17].

We assume that the best-effort data packets are always
available at all stations. In the simulations, the packet
lengths for the best-effort data packets are geometrically
distributed with parameter ? [5]:

@ 5 @ �BADC!�E��FG� �IH ��� A ]�J 

��� J 9 A�? m
K t L w �L? \ D ]NM w+O
Thus, the average transmission time for a packet (the av-

erage packet length) is given by:

?@ A �#I � L w �L? \
L <PJ ��A \
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where �#I is the slot time, i.e., �.I A ��N�

��� � ] @�� .
We assigned the maximum successive packet transmis-

sion limit of the FCR algorithm as 10. All simulations are
performed for 100 second simulation time.
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Figure 2. Throughput Results of FCR Algo-
rithm

Figures 2(a) and 2(b) show the throughput results of the
IEEE 802.11 MAC and FCR for w B and w BcB contending
stations, where the average transmission time for a packet
(i.e., the average packet length) changes from w BRB <PJ ��A (25
bytes) to )cBcBRB <PJ ��A (1250 bytes). The IEEE 802.11 MAC
algorithm shows very poor throughput performance as the
number of stations increases. In the FCR algorithm, all
stations can quickly obtain the proper contention window
size to prevent future collisions, consequently the proba-
bility of collisions will be decreased to quite small values.
This will reduce the wasted medium idle time to a much
smaller value when compared to the IEEE 802.11 MAC
algorithm. In Figures 2(a) and 2(b), we can see that the
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Figure 3. Throughput vs. offered load

FCR algorithm signi�cantly improve the throughput perfor-
mance over the IEEE 802.11 MAC algorithm. Moreover,
the throughput performance of the FCR algorithm are not
severely degraded as the number of stations increases be-
cause of the highly ef�cient collision resolution strategy.

Figure 3 shows the throughput vs. offered load for the
IEEE 802.11 MAC and the FCR algorithm for 10, 50, 100
stations wireless LAN with the average transmission time
for a packet (i.e., the average packet length) of � BRBcB8<PJ ��A
(500 bytes). We use a traf�c generator with Poisson distri-
bution to provide each offered load in this simulation. From
Figure 3, we can see that the FCR algorithm also performs
very ef�ciently under light load conditions while providing
high throughput as network load increases, and the number
of stations hardly affects the performance of the FCR algo-
rithm.

We carry out analysis for the packet delay of the IEEE
802.11 MAC and the FCR algorithm with the average trans-
mission time for a packet (i.e., the average packet length) of� BRBcB�<PJ ��A (500 bytes). The packet delay means the time pe-
riod from the time when a packet arrives from higher layer
to the MAC layer to the time it is successfully transmitted to
the intended receiving station. Figures 4(a) and 4(b) show
the packet delay distributions for the IEEE 802.11 MAC and
the FCR algorithm for 10 and 100 stations wireless LANs.
We have not apply limitation on the number of retries in
this simulation for simplicity. In Figure 4(a), the FCR al-
gorithm transmits

� ��� of all packets successfully within 10
msec while the remaining

, � packets spread over 10 msec
to over 600 msec in delay. However, the IEEE 802.11 MAC
transmits ' � � packets within 10 msec, � ) � packets in the
range from 10 msec to 20 msec, w ' � packets in the range
from 20msec to 30 msec, and so on. In Figure 4(b), the FCR
algorithm transmits

,�� � of all packets successfully within
10 msec, while the IEEE 802.11 MAC transmits only wcw �packets within 10 msec,

, � packets in the range from 10
msec to 20 msec,

,
O )
� packets in the range from 20 msec

to 30 msec, and so on. In the simulation results for the
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Figure 4. Throughput Results of FCR Algo-
rithm

packet delay, it is clear that the FCR algorithm transmits
most packets successfully within pretty short time, while
the IEEE 802.11 MAC transmits packets in much longer
time due to collisions, which indeed shows that the FCR al-
gorithm does resolve collision much faster than the IEEE
802.11 MAC algorithm does.

3 Quality of Service (QoS) Support with Pri-
oritized Fast Collision Resolution (FCR)
Algorithm

In order to cope with the QoS requirements of real-
time applications, many algorithms have been proposed in
contention-based MAC protocols for wireless LANs. The
most popular approach is to use a priority scheme for each
traf�c type, i.e., real-time traf�c has higher priority for
medium access than best-effort data traf�c. With higher

priority for medium access, real-time traf�c will be served
earlier than best-effort data traf�c, which results in relative
performance improvements for real-time traf�c over data
traf�c.

We give priorities for accessing a medium by assigning
different backoff ranges based on each of three main traf�c
types: voice, video, and best-effort data traf�c. Intuitively,
the smaller the backoff range is, the higher the priority for
accessing a medium. The basic medium access scheme with
three different traf�c types is shown in Figure 5. We can see
that the proposed medium access algorithm effectively pro-
vides “soft” reservation to a station for the medium access
according to the traf�c type which is shown in Figure 5.
In this scheme, voice traf�c has the highest priority (i.e.,
the smallest average backoff value), and video traf�c has
higher priority over best-effort data traf�c because of differ-
ent backoff regions according to the traf�c type. The access
guaranteed initial backoff range [0, 7] is given to voice traf-
�c, i.e., only voice packets can be transmitted on this back-
off range and other packets (video or data) will be transmit-
ted beyond this backoff range. Video traf�c uses a much
smaller maximum contention window size than best-effort
data traf�c in order to give higher priority over best-effort
data traf�c for the medium access, i.e., video traf�c will
have a smaller average backoff value than data traf�c which
is shown in Figure 5.

In addition to assigning different backoff ranges, the pri-
oritized FCR algorithm uses different contention algorithms
with considering each traf�c type. The basic procedures
for the priority scheme of the prioritized FCR algorithm are
shown in Figure 6 and explained as follows:

1. Voice Packet: IEEE 802.11 MAC algorithm with the
minimum contention window size of  and the maxi-
mum contention window size of � )+) is used for a sta-
tion with voice traf�c. It has the access guaranteed
initial backoff range [0, 7], which gives the highest pri-
ority to voice traf�c for accessing the medium. Voice
traf�c needs repeated packet transmissions in constant
time intervals (e.g., only one packet transmission is
needed every 'cB ms). The FCR algorithm works with
high ef�ciency for best-effort data traf�c transmission,
where each active station has more than one packets
to transmit. However, in voice traf�c transmissions
where only one packet transmission is needed every 'RB
ms, the IEEE 802.11 MAC is more suitable because it
does not increase the contention window sizes of the
deferred stations. That is, after one station succeeds
in transmitting a packet, and leaves the contention ses-
sion, the remaining stations still keep the same con-
tention window sizes and contend again (in the FCR
algorithm, these remaining stations increase the con-
tention window sizes). This results in small wasting
idle slots in voice traf�c transmissions.
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Figure 5. Medium Access Scheme for Real-Time and Data Services

Figure 6. Priority Scheme with FCR Algorithm
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2. Video Packet : Fast collision resolution (FCR) algo-
rithm with the minimum contention window size of
' and the maximum contention window size of ' w is
used for video packet transmissions. It starts the con-
tention for video packet transmissions after the initial
backoff range of voice traf�c. The smaller maximum
contention window size of video traf�c (MaxCW=31)
than that of best-effort data traf�c (MaxCW=2047)
gives video traf�c higher priority for the medium ac-
cess over best-effort data traf�c.

3. Best-Effort Data Packet: Fast collision resolution
(FCR) algorithm with the minimum contention win-
dow size of ' and the maximum contention window
size of � B��! is used for best-effort data traf�c. It starts
the contention for best-effort data packet transmissions
after the initial backoff range of voice traf�c. FCR
scheme with the large maximum contention window
size achieves the high throughput for best-effort data
traf�c in addition to providing the opportunity for the
medium access to voice or video traf�c.

3.1 Performance Evaluations for Prioritized FCR
Algorithm

We consider three different types of traf�c: constant bit
rate (CBR) voice traf�c, variable bit rate (VBR) video traf-
�c, and best-effort data traf�c. The detailed source models
used in our simulations are described as follows:

1. Voice Model[6, 16]: A voice source has two states,
talkspurts and silent gaps identi�ed by a speech activ-
ity detector. The probability that a principal talkspurt,
with mean duration � t second, ends in a time slot of du-
ration � seconds is � A w � � �R^

L ��� � � t \ . The probabil-
ity that a silent gap, of mean duration ��� seconds, ends
during � seconds time slot is �uA w � � �R^

L ��� � ���k\ .
Measured mean values for � t of principal talkspurts
and ��� of principal silent gaps are w O BRB and w O ' ) sec-
onds. We use ' � kbps voice traf�c sources which gen-
erate one w � B byte payload voice packet every 'cB msec
during talkspurts period, and we assign the deadline
for voice packet delay as 'cB msec (i.e., the maximum
voice packet delay is 'RB msec).

2. Video Model[6, 22]: We use the H.263 video traf�c
with ��B msec interframe period, i.e., � ) frames per sec-
ond. During an interframe period, each video source
generates a frame consisting of a variable number of
packets. As soon as packets become available from the
coder, they could be transmitted at the maximum rate
the channel allows. The video packet size is w � B bytes
and the mean rate of video traf�c is � , kbps and the
maximum rate is � , B kbps. That is, there are � packets

per frame for the mean rate and the maximum number
of packets per frame is � B . We use the deadline for
video packet delay as w � B msec.

3. Best-effort Data Model[5]: It is assumed that best-
effort data sources always have packets to transmit. We
use the parameter ?YA B O �  +) from the geometric distri-
bution for best-effort data packet length, which implies
that the average packet length of best-effort data traf�c
is ��B slots.
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Figure 7. Performance Results of Prioritized
FCR Algorithm for Voice and Data Traffic
Transmissions

We present the simulation results of the prioritized FCR
algorithm for w B and w BcB best-effort data traf�c stations with
varying the number of CBR voice traf�c stations up to w ) .We compare the results of the prioritized FCR algorithm
with those of the IEEE 802.11 MAC algorithm. The ratio
of the dropped voice packets to the total generated voice
packets is shown in Figure 7(a), and the throughput for the
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best-effort data traf�c transmissions is shown in Figure 7(b).
In Figure 7(a), the IEEE 802.11 MAC algorithm loses over
�RB � of voice packets with w B best-effort data stations and
over

� B � with w BcB best-effort data stations. This is ex-
pected because the IEEE 802.11 DCF mode treats real-time
traf�c the same as the best-effort data traf�c. The ratios
of dropped voice packets for the prioritized FCR algorithm
are close to zero for both cases. The prioritized FCR algo-
rithm shows very low voice packet dropping ratio while still
preserving high throughput performance for best-effort data
traf�c, which is obvious in Figures 7(a) and 7(b).
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Figure 8. Performance Results of Prioritized
FCR Algorithm for Mixed Real-Time Traffic
Transmissions

We carry out the performance evaluation of the priori-
tized FCR algorithm for the integration of three different
traf�cs: voice, video, and best-effort data. Figure 8(a)
and 8(b) show the performance results of the prioritized
FCR algorithm for the integration of three different traf-

�cs. The number of best-effort data stations is w B for all
simulations. Figure 8(a) shows that the ratio of the dropped
real-time packets to the generated real-time packets vs. var-
ious numbers of CBR voice stations with w B best-effort data
stations and ) VBR video stations. The throughput of the
best-effort data traf�c for this case is shown in Figure 8(b).
In Figure 8(a) and 8(b), we can see that the prioritized FCR
algorithm can support the desired QoS for real-time applica-
tions upto 30 CBR stations with 10 best-effort data stations
and 5 VBR stations. Figure 8(a) shows that voice traf�c has
much higher priority for channel access over video and best-
effort data traf�cs, so the ratio of dropped packet for voice
traf�c is close to zero for most cases. The ratio of dropped
packet for video traf�c is affected by best-effort data traf�c
as the number of CBR stations increases. From the simula-
tion results, we can conclude that the QoS for voice traf�c
is highly satis�ed and the QoS for video traf�c is satisfac-
tory in the prioritized FCR algorithm. While providing QoS
for real-time traf�c, the prioritized FCR algorithm achieves
high throughput for best-effort data traf�c when the chan-
nel is available for best-effort data traf�c transmissions be-
tween real-time traf�c transmissions, which is shown in
Figure 8(a) and 8(b).

4 Conclusions

In this paper, we propose a new contention-based
medium access control algorithm, namely, the fast colli-
sion resolution (FCR) algorithm. The FCR algorithm can
achieve high throughput performance while preserving the
implementation simplicity in wireless local area networks.
In the FCR algorithm, each station changes the contention
window size upon both successful packet transmissions and
collisions (i.e., upon detecting a start of busy period) for
all active stations in order to redistribute the backoff timers
to actively avoid potential future collisions. Due to this
operation, each station can effectively resolve collisions.
Other ideas we incorporate in the FCR are using smaller
minimum contention window size comparing to the IEEE
802.11 MAC and faster decrease of backoff timers after de-
tecting a number of idle slots. These changes could reduce
the average number of idle slots in each contention period,
which contributes to the throughput improvement. We ex-
tend the fast collision resolution (FCR) algorithm to provide
the QoS for real-time and data services while preserving the
high throughput performance of the FCR algorithm. The
priority scheme based on service differentiations is modi-
�ed and incorporated with the FCR algorithm to support the
QoS for real-time applications. Extensive simulation stud-
ies for throughput and delay distribution have demonstrated
that the FCR algorithm gives signi�cant performance im-
provement over the IEEE802.11 MAC algorithm. Simu-
lation results for the prioritized FCR algorithm achieves
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low ratio of dropped real-time packets while providing high
throughput performance for best-effort data traf�c.
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