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Abstract—Cooperative cognitive radio networks (CCRNs) en-
able secondary users (SUs) to access primary resource by
cooperation with active primary users (PUs). For the cooperation-
generated resource, existing schemes in CCRNs allocate the re-
source only to the relay SUs. However, this may lead to inefficient
spectrum utilization, when the relay SUs have poor channel
condition or little traffic load for their own secondary trans-
missions. In this paper, considering user diversity in secondary
networks, we focus on network-level throughput optimization for
secondary networks, by allowing all SUs to optimally share the
cooperation-generated period. Besides, considering the energy
constraint on SUs, we formulate the resource allocation problem
from long-term perspective, to reflect the time-varying change
of user diversity in channel condition, traffic load and energy
amount. We present an online SUM scheme to solve the long-
term optimization problem. Although a mixed-integer and non-
convex problem is involved in the SUM scheme, we transform the
problem into multiple convex subproblems, and then optimally
solve it with low computational complexity. Extensive simulations
show that the proposed SUM scheme significantly outperforms
the existing schemes.

Index Terms—cognitive radio, cooperative communication,
resource allocation, energy consumption.

I. INTRODUCTION

N RECENT years, the boosting growth of wireless services
in our daily life has led to a dramatic increase in spec-
trum demands. However, it is reported that the current fixed
spectrum allocation of Federal Communications Commission
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(FCC) fails to utilize spectrum resource efficiently and many
licensed spectrum bands are highly under-utilized [2]-[4]. As
one of the promising approaches to increase the spectrum
utilization, cognitive radio technology enables secondary users
(SUs) to dynamically access the licensed spectrum bands from
primary users (PUs) [5]-[8].

As a new paradigm in cognitive radio networks, cooperative
cognitive radio network (CCRN) integrates cooperative com-
munications with cognitive radio technology [9]. In CCRN:S,
even if PUs are occupying the licensed spectrum, SUs can
still gain transmission opportunities through cooperating with
the active PUs. This is different from the traditional cognitive
radio networks in [7] where SUs transmit only when PUs are
idle, and also different from the transmission scheme in [10],
[11] where concurrent transmissions of PUs and SUs happen
only if the interference from SUs to PUs is under a certain
threshold. To further illustrate CCRNs, we use a toy example
in Fig. 1. PU,; is transmitting to PUy, and in the same
geographic area, SU; and SU; both intend to send data to
Secondary Access Point (SAP). We assume the direct link
PUp-PUy is severely damaged due to the channel fading,
and SU; has better channel condition to the primary receiver.
In this situation, PUs may choose to cooperate with SU; to
increase their transmission rate, shorten their transmission time
and save their energy consumption. With this cooperation, the
primary transmission is completed earlier than the intended
transmission time, and thus, a vacant time period is created.
This cooperation-generated period could in return be exploited
for secondary transmissions, and in this way, more transmis-
sion opportunities are created for the secondary network. For
this reason, CCRN brings a win-win situation to both PUs and
SUs [12], [13].

Recently, the resource allocation problem in CCRNs has
been studied in [13]-[22]. Zhang et al. select relay SUs jointly
with a scheduling among PUs and SUs, to maximize the utility
of PUs and also provide certain transmission opportunities
for SUs [13]. Cao et al. particularly consider the diversity of
communication strategies, and maximize the utility of PUs by
choosing the optimal communication strategy [14]. Both of
them are optimized through Stackelberg game by setting PUs
as leaders and SUs as followers in CCRNSs. Besides, Khalil et
al. extend the static resource allocation problem to dynamic
CCRNs and discuss the short-term and long-term rewards of
SUs separately [15]. Xu and Li focus on an OFDMA based
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Fig. 1. An illustrative example of CCRNs

multi-channel primary network and take the channel diversity
as another optimization domain in CCRNs [16]. Li et al.
explore the multi-hop relay selection issue based on a newly
proposed FTCO framework [17]. Moreover, SUs with multiple
antennas are also introduced in CCRNs, where an SU can
perform relay and secondary transmission simultaneously. In
this scenario, Hua et al. discuss the resource allocation scheme
under a proposed MIMO-CCRN framework [18], and Manna
et al. design the power and antenna weights for the secondary
transmitters with multiple antennas [19].

An implicit premise behind these existing works is that, the
cooperation-generated period is only assigned to the relay SUs,
and other SUs cannot transmit in this period. This premise
could lead to throughput optimization for relay SUs, but
from the view of secondary network operators, maximizing
the throughput of whole secondary network may be more
important than that of relays. Because of the user diversity
in channel condition and traffic load, for the cooperation-
generated period, the best SU for cooperation may not be
the best candidate for secondary transmissions. Therefore,
allocating the cooperation-generated period among all of SUs
may provide more efficient spectrum utilization and higher
network-level throughput. For example, in Fig. 1, although
SUj relays for PUs, letting SU; transmit in the cooperation-
generated period, instead of SU;, would gain more network-
level throughput, especially when SU; maintains better chan-
nel condition to SAP than SU;, or SU; has heavier traffic load
to SAP than SU;.

In addition, in an energy-constrained secondary network,
the different energy amount of SUs should also be discussed
for user diversity. For example, back to Fig. 1, if SU; does
not have sufficient energy for its own transmission, selecting
SUj to transmit in the cooperation-generated period would be
better. Therefor, in energy-constrained networks, user diversity
is extended from two domains into three domains: channel
condition, traffic load, and available energy. All the three
aspects should be jointly considered in the allocation of
the cooperation-generated period. Moreover, since energy is
directly related to time and is a long-term network parameter,
we should optimize the network performance over a long
period of time. However, in this long-term optimization,
channel condition and traffic arrival is time varying, and
also, current resource allocation will directly influence SUs’
future traffic load and available energy amount. This makes
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the user diversity change over time and greatly complicates
the resource allocation problem. Hence, how SUs mutually
influence with time should be considered in the long-term
resource allocation in CCRNs. However, this issue also attracts
little attention in the existing works.

In this paper, considering the user diversity of SUs in
channel condition, traffic load and energy amount, we propose
a novel resource allocation scheme to maximize the long-term
network-level throughput in energy-constrained CCRNSs. In
the long-term optimization, we jointly formulate the resource
allocation problem from three aspects: (1) relay selection
to choose the relay SUs for active primary transmissions,
(2) secondary transmission scheduling to allocate time for
secondary transmissions among all SUs, rather than only
relays, and (3) power allocation to determine the cooperation
power for relay SUs and the transmission power for all
SUs for their own secondary transmissions. Note that these
three aspects are coupled by the energy constraint since they
all determine the energy consumption of SUs. Similar to
the secondary service provider (SSP) in [23], to improve
the network-level performance for secondary networks, we
assume that the SAP is responsible for centralized control
and spectrum resource collaboration. We design an online
spectrum utilization maximization (SUM) algorithm to solve
the long-term network throughput maximization problem. In
each control interval, the online SUM scheme involves an
admission control problem and a network control problem
which jointly optimizes the relay selection, secondary trans-
mission scheduling and power allocation issues. The former
admission control problem is linear and easy to solve, while
the latter network control problem is a mixed-integer and non-
convex optimization problem, which is hard to solve. But, by
exploiting the feature of its formulation, we could optimally
solve the network control problem with low complexity. Our
major contributions are summarized as follows:

« We optimize the network-level throughput to improve the
spectrum utilization for secondary networks. Considering
user diversity in terms of channel condition, traffic load
and available energy, we allow all SUs to optimally share
the cooperation-generated period. This helps SUs utilize
spectrum resource in a more flexible and efficient way,
and improves network-level throughput performance.

« We focus on long-term network optimization to reflect
the energy constraint on SUs and to capture the time-
varying feature of practical CCRNs. Based on Lyapunov
optimization technique [24], [25], we design an online
SUM algorithm to solve the long-term problem without
requiring statistical network information. In the online
SUM algorithm, the time-varying change of SUs’ traf-
fic load and energy amount is reflected through SUs’
network layer queue and energy consumption queue,
respectively. By running the algorithm over a long period
of time, the long-term optimum could be arbitrarily
achieved.

e Our online SUM algorithm decouples the long-term op-
timization problem into an admission control problem
and a network control problem in each interval. The
admission control problem is linear and easy to solve,
while the network control problem is mixed-integer and
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non-convex since it takes relay selection, secondary trans-
mission scheduling and power allocation issues jointly.
Although this network control problem is hard to solve,
based on the feature of its problem formulation, we
transform the network control problem into a series of
convex subproblems, and optimally solve it with low
computational complexity.

o Simulation results demonstrate that the proposed SUM
scheme has great advantages over the previous schemes
in terms of long-term secondary network throughput
and provides higher spectrum utilization in energy-
constrained CCRNSs.

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the system model and parameters in
CCRNSs. In Section III, we formulate the long-term network-
level throughput optimization problem in energy-constrained
CCRNSs. Then, we propose an optimal online SUM algorithm
to solve the resource allocation problem in Section IV, and
present the numerical simulation results in Section V. Finally,
we conclude this paper in Section VI.

II. SYSTEM MODEL

In this section, we present the system model and main
system parameters in energy-constrained CCRNS.

We consider a CCRN as shown in Fig. 2. There is a
primary network with primary node set Np and link set Lp.
In the same geographic area, there is a secondary network
with secondary node set Ng and one SAP. Each SU has
secondary traffic to send to the SAP. We use capital letters
to denote PUs, small letters to denote SUs and 0 to denote
SAP. Also, we denote a link by its transmitter-receiver pair.
For example, M N represents the primary link from PU M to
PU N, iN means the link from SU 7 to PU N, and 0 is the
link from SU ¢ to SAP. The above primary network is a general
network model. In specific applications, the primary network
could be a device-to-device network with separate transceivers
on primary links [26], or be an infrastructure-based network
with a common transceiver (e.g., a cellular network with base
station or a wireless LAN with access point). The secondary
network could be a cognitive femtocell network with base
station [22], a sensor network with sink node [27], or the
architecture proposed in [23] with infrastructure SSP.

Time is discretized into control intervals. In interval ¢, for
SU i, we use A;(t) to denote the traffic arrival rate at its
transport layer, and A;(t) to denote the admitted rate from
the transport layer to the network layer. A;(¢) is usually
bounded by a positive constant A,,,, to avoid infinite data to
the network layer. We assume PUs assess spectrum resource
in time-division multiplexing access (TDMA) mode, and in
each interval, at most one primary link is activated to avoid
interference among PUs. We assume the resource allocation
for the primary network has already been done by primary
network controller. Given the primary resource allocation
results, we have nyn(t) = 1 if the primary link MN is
active in interval ¢; otherwise, sy () = 0.

In interval ¢, if primary link MN is active and SU ¢
cooperates as a relay, interval ¢ will be split into a cooper-
ation period and a secondary transmission period (i.e., the
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OlMi(t) ‘ Bineo Yio(t) ‘Yzo(t)‘ Y30(1) ‘

Cooperation Period Secondary Transmission Period

‘ Control interval ¢ ‘

Fig. 3. Time splitting in a control interval

aforementioned cooperation-generated period), as shown in
Fig. 3. Similar to the cooperative transmissions in [13], [21],
during the cooperation period, M transmits primary traffic to
relay 4 in duration apz;(t), and both M and i cooperatively
transmit the primary traffic to N in duration 3; (t). Here, this
cooperative transmission scheme considers both messages on
direct link and relay link at the primary receiver. However,
our proposed scheme could also be easily extended to the
multi-hop relaying scheme which does not consider the direct
transmission at receivers [12], [14], [16]. After the cooperation
period, the secondary transmission period is allocated among
SUs according to the secondary transmission scheduling strat-
egy, where ;0(t) represents the time allocated to SU i for its
own secondary transmission.

In each interval, we assume that SAP performs the central-
ized control and resource collaboration in CCRNs, through
exchanging information with PUs and SUs over a common
control channel. We make this assumption based on the
following reasons: First, both PUs and SUs are willing to
cooperate because both of them can benefit from cooperation.
To facilitate the cooperation, a centralized controller is neces-
sary. Second, since we focus on the optimization of secondary
network performance, nodes in primary networks may do not
have the interests to optimize such secondary performance.
Thus, putting controller in the secondary network side would
be more reasonable. Third, by setting SAP as the controller, we
move the controlling complexity from primary network side
to secondary network side. This minimizes the cooperation
overhead to the existing primary networks, and corresponds
to the principle of cognitive radio network that PUs should
not be influenced too much by secondary networks [9].

We assume channel fading are independent and identically
distributed (i.i.d.) across intervals, and independent across
different users. Channel gains change over time, but remain
constant within each interval, implying channels and nodes in
the CCRN are relatively stationary, which is consistent with
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practical applications for wireless LANs. This also hints that
the interval will not be too short, for example, the length
of the interval could be tens of milliseconds for a slow
fading channel [28]. Under such slow fading channel, the time
splitting during the interval is meaningful. ks (t) represents
the instantaneous channel gain of link M N in interval t.
Similarly, we denote hps;(t), hin(t) and hio(t) for links
Mz, iN and 10, respectively. We assume the transmission
power of PUs is fixed and given, which is denoted as P.
The power of SUs is optimally determined by the power
allocation strategy. In interval ¢, for each SU i, the power
for cooperation and for secondary transmission are denoted
as PP (t) and PT(t), respectively. Both P (t) and PT(t)
are bounded by the maximum power P,,,,. Without loss of
generality, we assume the length of a control interval is 1, the
spectrum bandwidth is 1, and the noise power is Nj.

III. JOINT OPTIMIZATION FORMULATION

In this section, we mathematically formulate the long-term
network-level throughput optimization problem under energy-
constrained CCRNS.

A. Relay Selection Constraint

For simplicity, we assume that in each interval, at most one
SU is selected as the relay for the active primary link, i.e.,

) > Oyn(t) <1 (1)

i€Ng

nun (

where 0%, (t) = 1 means that the SU i is selected as the
relay for primary link M N; otherwise, we set 0%, (t) = 0.

B. Cooperation Constraints for SUs and PUs

For a primary transmission from M to N, provided that
the Decode-and-Forward mode is adopted at relay SU 1,
and maximal ratio combining is exploited at the primary
receivers [29], [30], then the primary transmission rate with
cooperation can be calculated as,

Ry () =min{0} n (£)narn (t)oenss () log(1 + %)7
2 ‘ 2 pC
O (O)narn (1) Bin (t) log (14 |hMNN(§)| P | |th(t])\|]0PZ (t))}

Here, this rate equation considers both direct link and
relay link at the receiver. But for a multi-hop relaying
scenario without direct link, the proposed scheme also
works by just removing the constant term ”“‘/”jvﬁ from

eMN( e (8)Bin (£) log(1 + \hMN(t)\ Py Ith(t])\\] Lt (t))

With cooperative commun1cat10ns "all the data received by
the relay SU ¢ from PU M in period apz;(t) must be delivered
from i to PU N in period B;n(t) [16]. Therefore, we have the
following cooperation constraint for SUs:

Oy (D (D) auasi (£) log (1 + L2DEP ) <

eﬁN(t)nMN(t)ﬁiN(t) log(1 +\hA4N(t)\ P+|th(t)\ pe t))(Z)

When constraint (2) holds, then R,y (¢) could be rewritten
) 2
s Rl (8) = O (e (aari(t) log(1 + P50,
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For PUs, the primary transmission rate under cooperation
mode should be no less than that under non-cooperation mode,
so that PUs have the incentive to cooperate. Hence, we have
the cooperation constraint for PUs as below,

nan () log(1 4+ mm\]f\fﬂ) <
0
Z Ohen (E)nasn (B)anr (1) log(1 + WH—
iENg
(1- Z 0§V1N(t))77MN(t) log(1 + W% 3)
iENs

where the left-hand-side (LHS) represents the primary trans-
mission rate over direct link M N. The right-hand-side (RHS)
includes two parts: if the primary transmission is cooperated
with an SU, ie., >y, 0, n(t) = 1, the RHS equals to
> iens Byn(t); while if the primary transmission is under
non-cooperation mode, i.e., 1 — ZieNs 0%y (t) =1, the RHS
equals to LHS, which makes constraint (3) always satisfied.

C. Secondary Transmission Scheduling Constraint

Recall that the length of an interval is 1, so the summation
of all durations should satisfy,

S v @[ D Ount)(

MNE€ELp iENg

(1- Z Ohen (1)) +

i€Ng

angi () + Bin (t)) +

> violt) <

i€Ng

“

In constraint (4), when all primary links are inactive, i.e.,
YomnerpMun(t) =0, 37 vio(t) < 1 holds, meaning
that the interval could be totally used for secondary transmis-
sions. However, in the case where a primary link is active
and no SU is selected as the relay, constraint (4) becomes
L+ icng Yio(t) < 1, which means SUs cannot access this
interval for their own secondary transmissions. Moreover, if a
primary link is active and an SU is selected as the relay, we
have ari(t) + Bin (1) + 3 ey vio(t) < 1. This implies that
the summation of durations aps;(t), Bin (t) and ;o (t) cannot
exceed 1.

D. Secondary Queue Stability Constraint

Each SU ¢ maintains a queue Qr,(t) on its transport layer
and a queue Qu,(t) on network layer. The corresponding
queue updating equations are,

Qr.(t+1) = [Qn(t) = A" + X (1),
2 pT
Qn,(t+1) = [Qn, (1) — 7io(t) log(1 + W)ﬁ
+ A;(t),

where [z]T means max{x,0}, \;(t) and A;(t) are the traffic
arrival rate at transport layer and the admitted rate from the
transport layer to network layer, respectively. ;o (¢) log(1 +
%) is the instantaneous transmission rate of SU
1, calculated based on the secondary transmission scheduling
strategy. We assume E[(7y,0(t) log(1l + M)) ] is
upper bounded by a constant R . where the constant R¢ .
exists for most channel models, e.g., Rayleigh model.
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Our objective is to maximize the secondary network
throughput, while keeping the network layer queue @y, ()
stable on each SU. To this end, for Qp;(¢), its long-term
averaged input rate (i.e., the admitted rate) must be less
than its long-term averaged output rate (i.e., the transmission
rate) [24], [31]. That is,

1 T—1
Jim T;E[Axt)] <
hio(t)|2 P (¢
TIL?;O_Z]E%O ) log(1 M()jlfio())]. )

In addition, note that A;(t) is bounded by A,,,, and the
transport layer queue Qr,(t). We have,

0 < Ai (t) < min{Amawa QTi (t)} (6)

E. Energy Constraint for SUs

For SU i, to avoid exceeding the total energy amount
and prolong lifetime, we introduce E! . to denote its

averaged available energy during an interval. E! _ is
pre-determined and is proportional to the total energy
amount of each SU. In fact, in interval ¢, SU ¢’s en-
ergy consumption consists of two parts: the coopera-
tion energy >- /e, NN (6)0n (H)Bin (H)PF () and the
secondary transmission energy 7io(t )PT( ). We assume

E[(Xarner, man 00y (OBin ()P (1) + vio(t) P (1))?]

is upper bounded by a constant E}mz, since all variables
0% n (1), Bin (1), Vio(t), PE(t) and PT(t) are finite.

We design an energy constraint for each SU to specify that
its long-term averaged energy consumption is less than E?

which is expressed as,

ave’

lim
T— o0

T-1
%ZE[ Z nun ()0 (1) Bin (1) PE(t)

=0 MNeLp
+7i0 ()P ()] < Ege- Q)

In order to satisfy constraint (7), we introduce a virtual
energy consumption queue Qg,(t) for each SU [32]. The
updating equation of the virtual queue is,

QEi (t + 1) [QE ( ) ave]++
Z nun (t )GMN( )Bin (1) P;

MNeLp

() + ()P ().

Similar to the network layer queue Qy; (t), if Qg, (t) is stable,
its input rate will be less than its output rate [24]. In that case,
the energy constraint (7) holds.

F. Objective Function

Since we consider the network-level throughput, the objec-
tive is to maximize the secondary network throughput, which
is defined as the summation of long-term averaged admitted
rate over all SUs:

T-1
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G. Overall Optimization Problem

By imposing the aforementioned constraints, to maximize
the long-term secondary network throughput with energy
constraint, we jointly formulate the relay selection, secondary
transmission scheduling and power allocation problems as
follows:

T-1
1
max Z Tlgnoo T Z E[A;(t)]
i€Ng t=0
subject to: )]

)

0 < PE(t) < Prax,

0 < Pr(t) < Praxs
un(t) €{0,1},

Vi € Ng and Vi
Vi € Ng and Vt
Vi € Ng,YMN € Lp and Vi
Vi € Ng,YMN € Lp and Vt
0 < Bin(t) <1, Vi e Ng,YMN € Lp and V¢
0 <70(t) <1, Vi € Ng and V¢,

where A;(t), PE(t), PL(t), iy (t), anmi(t), Bin(t) and
~io(t) are decision variables, and P, Paz, Amazs Elpes
No, QTi (t), nMN(t)’ hMN(t), hMi(t), hiN(t) and hio(t) are
constants at each interval.

It is noticeable that both in the objective function and
constraints (5) and (7) of problem (8), the long-term perfor-
mance is considered and the statistical network information is
required. However, the statistics is hard to obtain in practical
CCRN:Ss, and this poses a significant challenge to the solution
process. For this reason, we develop an optimal online al-
gorithm in Section IV, to solve the long-term problem (8)
based only upon the instantaneous network information of
each control interval. This is different from the scheme in [22],
where statistical information is adopted to achieve the long-
term optimum.

IV. OPTIMAL ONLINE SUM ALGORITHM

In this section, by exploiting the Lyapunov optimization
tool and perspective function [33], we propose an online SUM
algorithm to solve the long-term optimization problem (8) with
low computational complexity.

From Lyapunov optimization tool, to solve the long-term
problem (8), the basic idea is to minimize its Lyapunov drift-
plus-penalty function, which is expressed as,

min AL(t) =V > E[Ai(1)|Qn, (1), Qe (1)),
i€Ng

where AL(t) = %E[ZieNs Q.+ 1)+ Q% (t + 1) —
Qn, (1) — Q%, (1)|Qn, (1), Qp, (t)] is the Lyapunov drift func-
tion of problem (8), and V' > 0 is a pre-defined constant
to balance the tradeoff between the network throughput and
network delay. Specifically, from Lyapunov drift analysis,
with the increase of V, the objective of the proposed online
algorithm can be arbitrarily close to the optimal throughput,
however, with the cost of increasing network delay [34].

Furthermore, the minimization of the Lyapunov drift-plus-
penalty function can be achieved through an online SUM
algorithm, which addresses an instantaneous admission control
problem and a network control problem in each control
interval. The details of the algorithm is shown as follows.
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A. Admission Control at SUs

In interval ¢, given the values of Qy,(t), Qr,(t), Amax
and V, each SU ¢ locally solves the following optimization
problem in terms of its admitted rate A;(t).

min A;(t)(Qn, (t) = V)
subject to:
0 < Ai(t) < min{ Az, Qr, (1)},

9
Vi € Ng, Vt.

Obviously, the optimal A;(¢) can be easily obtained accord-
ing to the threshold rule:

o min{Aee, QT (1)}, if Qn, (1) <V
Aq(t) = { 0, otherwise 10

B. Network Control at SAP

In interval ¢, SAP first collects the current network setting
information from PUs and SUs over the common control
channel. Then, SAP solves the optimization problem (11)
to attain the optimal relay selection, secondary transmission
scheduling and power allocation strategies in the current
interval.

minz Z Qe, (t)nn ()0 n () Bin (8) PE (£)+

i€ENs MNEeLp

()12 pT
>l (0 Qe (0P (0 - Q. y1og(1 + O
subject to: (11)
(- @

0 < PE(t) < Prax,
0 < PT(t) < Praxs
‘ N(t) S {07 1}7

Vi € Ng and Vi

Vi € Ng and Vt

Vi € Ng,YMN € Lp and Vt

Vi € Ng,YMN € Lp and Vt

0 <pBin(t) <1, Vi € Ng,YMN € Lp and Vt

0 <70(t) <1, Vi € Ng and V¢,

where PC(t), PT(t), 0,5 (1), ami(t), Bin(t) and ~io(t)
are decision variables. It is noteworthy that in or-
der to solve problem (11),} there are two obstacles.
One is the binary variable 6%, (t), which makes prob-

lem (11) into a mixed-integer problem. The other one is
the non-convex terms, 6%,y (¢)B;in ()P (t), vio(t)PL(t),

vio(t)log(1 + Luo@ERTOY ang gi o (8) B () log(1 +
IhMN(t)\ P+\th(t)| P (t))

in problem (11). Optimizing the
mlxed -integer non- convex optimization problem (11) is not
trivial.

To address these obstacles, we first optimize problem (11)
in a simple scenario where the power of SUs (i.e., PX (t) and
PT(t)) is fixed and given. After that, we extend to consider
a more general case where PC(t) and P (t) are optimized
with a power allocation strategy.

1) Fixed Power Case: In this simple case, SUs adopt fixed
power for cooperation and their own transmissions, and thus,
PE(t) and PT(t) are constants. By fixing PC (t) and PT(t),
with decision variables 0%, (t), anri(t), Bin(t) and ~io(t),
problem (11) becomes a mixed-integer bilinear programming
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(MIBLP) problem, which is not easy to solve [35]. However,
after fixing binary variables {6%,5(t)[i € Ng, MN € Lp},
the MIBLP reduces to a linear program in terms of az;(t),
Bin (t) and ~;o(t), which can be solved easily. For this reason,
it is expected to solve the MIBLP problem through reducing
it into linear optimization problem by fixing {0, (t)]i €
Ng,MN € Lp}. Since single relay constraint is specified,
there are totally 1 + |Ng| relay selection strategies, including
the strategy of “choosing the direct transmission under non-
cooperation mode” (e.g., {04, (t) = 0]i € N, MN € Lp}),
and the strategy of “choosing SU 7 € Ng as the single relay
under cooperation mode” (e.g., {04, (t) = I|]MN € Lp}
and {04, (t) = 0]’ # i,i’ € Ng, MN € Lp}). Hence, to
optimize the MIBLP, we first solve a series of linear problems
under each relay selection strategy by fixing its associated
{0i,;n#)i € N, MN € Lp}, and then, we choose the
minimum one from these results as the optimum. We detail
the algorithm to optimize problem (11) under the fixed power
case in Algorithm 1.

Algorithm 1 Network Control Optimization under Fixed
Power Case

1: SAP fixes the value of P (t) and PT(t) for each SU
in (11), according to a given fixed power strategy;

2: SAP solves (11) under the non-cooperation mode, by
setting {0, (t) =0[i € Ng, MN € Lp} in (11);

3: For each SU i, SAP assumes ¢ is the relay node, and
solves (11) under the cooperation mode, by setting its cor-
responding {6%, 5 (t) = 1|]MN € Lp} and {0, (t) =
0li #4,i € Ng,MN € Lp} in (11);

4: SAP compares the 1+ |Ng| objective values in Steps 2 and
3, and chooses the minimum one and its corresponding
0%y (), ani(t), Bin(t) and 7;0(t) as the optimal relay
selection and secondary transmission scheduling.

In the objective function of problem (11), the welght of
variable vi0(t) is Q, (1) PT(£) = Qu, (1) log(1+ oI D))
where Qg,(t), Qn,(t) and hio(t) reflect the user d1vers1ty
in energy consumption, traffic load and channel condition,
respectively. Note that this weight is a constant when power
is fixed. Therefore, in Step 3 of Algorithm 1, when an SU is
assumed as the relay, the secondary transmission period will be
wholly assigned to one SU which has the lowest weight, i.e.,
the SU has the best balance among energy consumption, traffic
load, and channel condition aspects. Hence, in each interval,
although the secondary transmission period is allowed to be
used by all SUs, actually, it will be assigned to at most one
SU. But we particularly point out that, since the user diversity
in traffic load, channel condition and available energy changes
over time, different SU will be activated in each interval. Thus,
from time-averaged view, the secondary transmission period
will be shared and allocated among all SUs.

2) Optimized Power Allocation Case: Different from the
fixed power case, in this case, P (t) and P (t) are decision
variables. Since power is unknown, even though we can fix
0%, () first, the associated subproblem is still non-convex.
The key issue to solve problem (11) under the optimized power
allocation case is how to solve the non-convex subproblem.

To this end, we exploit the perspective function to trans-
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form the non-convex subproblem into an equivalent convex
problem. The perspective function of a given function f(x)
is defined as g(z,y) = yf(z/y). It is proved that if function
f(x) is convex, then its perspective function g(z,y) is also
convex [33].

Specifically, we introduce new variables B;(t) and G;(t),
which are defined as,

Bi(t) = Bin (1) P (1), (12)

Gi(t) = o (t) P (¢). (13)
Then, replacing PC(t) and P (t) by B;(t) and G;(t), we
have,

|hMN(t)|2P+ |hin (8)2PE (1)

Bin (t)log(1 + No No )=
lhan @) P [hin (8)[* Bi(t)
Bin (t)log(1 + No + NoBin (t) )

|hi0(t)|2PiT(t)) _
No
|hio (1) PG (t)
Novio(t)
In this way, the optimization problem (11) can be rewritten
as follows:

1ENgs MNELp
3 (QEA )Gi(t) — Qu, (B)v0(t) og(1 +
i€Ng
subject to:

mun(t) Y Oyn(t) <1

i€Ng

Yio(t) log(1 +

Yio(t) log(1 +

)arn (8)0hn (8) Bi )+
Novio(t)
(14)
VMN € Lp and Vt
O (E)naen (t) s (t) log (1 + w) <
No

0% n (O (1) Bin () log (14 |hM]}7\g)| P |th1{/70(2|]\](3;3(75)

Vi € Ng,YMN € Lp and Vt

hayn@®)]2PP
No

> 0 (O)marn (B () log (1 +

i€Ng

1_29MN

1€ENg

)7

nun (t) log(1
|hari ()2 P
No

|harn ()*P
No

VMN € Lp and Vt
Z v (t Z O (t) (anri(t) + Bin (1)) +

MNeLp 1ENg
(1= Oun®)] + D 7o) <1, \L
1ENg

1€ENg
0 < Bi(t) < Praz, Vi € Ng and Vt
0 < Gi(t) < Pras, Vi € Ng and Vt
' Vi € Ng,VMN € Lp and Vt

N(t) € {Oa 1}7
0 < ani(t) <1, Vi € Ng,YMN € Lp and V¢

)+

) (t) log(1 + )s
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0<gBin(t) <1, Vi € Ng,VMN € Lp and Yt
0 <7io(t) <1, Vi € Ng and V¢,

where Bi(t), Gi(t), Hﬁ\/IN(t), OzMi(t), ﬁiN(t) and 'YiO(t) are
decision variables.

Since function f(x) = —log(c + ) is convex, where
¢ is a constant, then g(z,y) = —ylog(c + z/y), as the
perspective function of f(z), is also convex. For this reason,
in problem (14), g(x@EBW 5. (1)) = —f;x (1) log(1 +
|harw (1) P + |hin (8] B(t)) and g(lhm(t)lzGi(t)’%O(t)) _

No NoBin (t) No
—io(t) log(1 + %) are convex. Then, when fixing

each 0%, (t), the associated subproblem of problem (14) is
convex and can be solved efficiently. Since problems (11)
and (14) are equivalent, problem (11) can be solved through
the optimization of problem (14). Once the optimal value
B;(t) and G,(t) in problem (14) are derived, the optimal
PE(t) and P (t) in problem (11) can be directly calculated

from equations (12) and (13), respectively. The details to solve
problem (11) is given in Algorithm 2.

Algorithm 2 Network Control Optimization under Optimized
Power Allocation Case

1: SAP solves (14) under non-cooperation mode, by setting
{0%,;n(t) =0|i € Ng, MN € Lp};

2: For each SU ¢, SAP assumes ¢ is the relay node, and
solves (14) under cooperation mode, by setting its cor-
responding {#%, (1) = 1|MN € Lp} and {6%,5(t) =
0]¢ #i,i’ € Ng, MN € Lp};

3: SAP compares the 1+|Ng| objective values in Steps 1 and
2, and chooses the minimum one and its corresponding
Bi(t), Gi(t), G%N(t), OéMl'(t), ﬁiN(t) and "yio(t) as the
optimal solution;

4: SAP calculates the optimal P (t) and P (t) according
to (12) and (13), respectively.

C. Performance Analysis of Online SUM Algorithm

In general, at each interval, each SU locally conducts its ad-
mission control based on a simple threshold rule (10). For net-
work control under fixed power or optimized power case, SAP
solves 14| Ng| linear optimization problems in Algorithm 1 or
14 |Ng| convex problems in Algorithm 2, respectively. After
that, SAP compares these 14| Ng| results either in Algorithm 1
or Algorithm 2, and chooses the minimum as the optimum.
In particular, the linear optimization problem in Algorithm 1
could be easily solved by existing approaches such as simplex
method [36], and the convex problem in Algorithm 2 could
be efficiently optimized by means like interior-point method
[37]. As both simplex method and interior-point method have
polynomial-time complexity [37], solving the 1+ |Ng| linear
problems in Algorithm 1 or the 1 + |Ng| convex problems
in Algorithm 2 also has polynomial-time complexity. Besides,
comparisons in Algorithm 1 and Algorithm 2 are both per-
formed over a finite set, with the set size proportional to the
number of SUs. Hence, the comparisons are also polynomial
in the number of SUs. For this reason, both Algorithm 1
and Algorithm 2 can be executed without introducing high
computational complexity.
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Overall, based on the analysis above, the admission control
problem in Section IV-A and network control problem in
Section IV-B can be efficiently solved in each interval. Both
two optimization problems only require instantaneous network
setting information of each interval, which is much easier to
obtain than statistical information required in problem (8).
Besides, by exploiting the admission control and network
control for a long period of time, the long-term optimum of
problem (8) can be arbitrarily closed with the cost of network
delay, which is analyzed in Theorem 1.

Theorem 1: For any traffic arrival at transport layers of
SUs, the proposed online SUM algorithm could stabilize the
secondary network, guarantee the energy constraint of each
SU, and optimize the averaged throughput of the secondary
network, which are formalized as follows:

B+ V|Ns|Amaz
T L3 S BQu, () + Q) < 2V INslAnar

t=0 1€Ng
(15)

. . B
Jm LS S Bz 470 - v
t=0 i€Ng
Where B - 2 ElENs ( max + A?’naz + Ezzzve + E:nar) and
V > 0 are pre-given constants. A*(¢) > 0 and ¢ > 0 are
constants given by a stationary randomized algorithm [24],
which solves problem (8) based only on statistical network
information with control decisions A (t), PES(t), P75 (1),
005 (), (1), B3y (t) and v5 (t), and ensures the following
performance'

(16)

E[ ) AF(1)]=A%(o), (17)
1€Ng
) 2 pT,S
B (1) < (o log1 + PeLE Oy g

E[ Y mun(®)05n (O8N (P () + v () P (1))

MNELp
< E!

ave (19)
Particularly, for A*(¢), we have lim._,o A*(¢) = A*, where
A* is the optimum to problem (8).

From (15), we observe that under the proposed online SUM
algorithm, all (virtual) queues in the secondary network could
be stabilized with finite queue length. On the other hand,
from (16), we can see that by exploiting the proposed online
SUM algorithm over relatively long time, the optimum A*
could be arbitrarily approached when V' — oo. However, an
increasing V' will in return increase the queue length bound
in (15), which leads to an increased queue delay.

Proof: See Appendix A. [ ]

Besides, to complete cooperation and resource collaboration
in CCRNs, the information exchange among users is in-
evitable. In each interval, each SU solves the admission control
problem in a distributed way with its own queue information,
and no information exchange is required. To centrally solve the
network control problem, at the beginning of each interval, the
SAP collects channel condition hpsn () and h;n(t) from the
active primary receiver, channel condition hyy;(¢) from each
SU, and probes the channel condition h;o(t) by itself. Addi-
tionally, the SAP requires queue length information Q (%)
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and Qg,(t) from each SU. After that, the SAP conducts
the centralized network control and broadcasts the control
decisions to PUs and SUs. All the information exchange is
performed on a common control channel. Since the existing
schemes in [12], [13], [16] also require channel condition
information for decision, compared with them, the difference
is that the proposed SUM scheme in addition requires the
queue length information of each SU to achieve long-term
performance. However, the queue length information could be
directly piggybacked in the channel condition message from
SU to SAP. As a result, compared with existing algorithms, the
proposed SUM algorithm does not occur too much information
exchange overhead.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
online SUM scheme through extensive simulations.

A. Simulation Setup

We generate a random primary network with 15 primary
links within an area of 1000m x 1000m. We run the online
SUM scheme over t,,,, = 4000 intervals. In each interval,
we randomly choose one primary link, and activate it with
probability Pr,. The value of Pr, is within the range of
[0.4,0.9]. Larger Pr, indicates a busier PU. In the same area,
there is a secondary network with randomly located SUs and
SAP. The number of SUs increases from 5 to 10. For each
SU, we assume that the traffic arrival at transport layer follows
a Poisson process with mean rate );, where )\; is randomly
chosen from [0, 1M bps].

We use empirical parameters to model the fading chan-
nel [38]. There is a channel centered at 2G H z with 200K H z
bandwidth. Channel gain is modeled with large-scale and
small-scale Rayleigh fading, where large-scale fading is com-
posed by path loss of exponent 3.76 and shadow fading with
standard deviation of 10. For PUs, the transmission power
P is fixed to 0.5W. For SUs, the power P (t) and P (t)
are optimized through power allocation strategy with the
upper bound P4, € [0.5W,2.5W]. SUS’ averaged available
energy E! . is within the range of [0,350mW]. We set

ave

No =796 x 107°W, A,0r = 10Mbps and V = 15.

B. Performance Comparison

In this topology, we first compare the throughput per-
formance between the SUM-Fixed Power scheme and the
proposed SUM scheme. The SUM-Fixed Power scheme, as
described in Section IV-B1, considers the SUM formulation
with given PY(t) and PT(t) under a fixed power strategy.
Here, we fix PC(t) = PY(t) = P4 in the SUM-Fixed
Power scheme. As a counterpart, the SUM scheme, which is
studied in Section IV-B2, takes P (¢) and PT'(¢) as decision
variables. Numerical results are shown in Fig. 4 and Fig. 5,
where Pr, = 0.8, the number of SUs is 8 and ); is randomly
chosen within [0, 1Mbps].

In Fig. 4, we plot the throughput performance with respect
to the averaged available energy FE’ Ppar for SUs is

ave*

set to 2.5W. It can be observed that the SUM scheme is
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Fig. 4. Secondary network throughput vs. available energy.

always superior to the SUM-Fixed Power scheme in terms
of long-term secondary network throughput, while the gap is
decreasing with the increase of E!, .. This is because when
E! . is small, i.e., SUs’ available energy is small, to efficiently
utilize the constrained energy resource, the role of optimized
power allocation in SUM scheme is important. However, when
the amount of energy becomes large, the energy resource is
sufficient for SUs. Then the advantage of SUM scheme with

deliberate power allocation design is not significant.
By fixing E!,, = 50mW and varying the upper bound

ave
Paz, we demonstrate the impact of P,,,, on long-term
secondary network throughput in Fig. 5. Note that in the SUM-
Fixed Power scheme, the power of SUs is equal to P,,4,. The
increase of P, has two roles for SUs: it can positively lead
to an increase of achievable rate, and also negatively result
in an increase of energy consumption. Mathematically, the
relationship between power and achievable rate is logarithmic,
but that between power and energy consumption is linear.
Hence, with the increase of P, the negative effect becomes
more dominant than the positive effect. This is why in Fig. 5,
the throughput under the SUM-Fixed Power scheme first
increases but drops soon.

Then, we compare the length of cooperation period by
changing the averaged available energy E’, . and the max-
imum power P,,,.. Specifically, running the SUM scheme
over t,qz = 4000 intervals, we focus on the intervals when
one SU cooperates with one active primary transmission,
and calculate the averaged length of cooperation period over
these intervals. Results in Table I show that in the SUM
scheme, if we increase either Efwe or P,,.: for SUs, the
averaged length of cooperation period will decrease. The
reason is that by having more energy or power for SUs to
cooperate, higher primary rate can be achieved. This shortens
the cooperative transmission time. Besides, in Table I, we
observe that in an interval, the averaged time for cooperation
is around 0.6. That is, through cooperation, the averaged time
generated for secondary transmission could be around 0.4.
This also indicates that the benefit is not trivial when a scheme
is particularly designed to efficiently utilize the secondary
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Fig. 5. Secondary network throughput vs. maximum power.

TABLE I
AVERAGED LENGTH OF COOPERATION PERIOD UNDER DIFFERENT
AVAILABLE ENERGY AND MAXIMUM POWER.

Prran=03W | Pran=15W | Praz=25W
B¢, .=50mW 0.584 0.581 0.576
B, =150mW 0.583 0.567 0553

transmission period.

Finally, we compare the throughput performance of the
SUM scheme with the conventional simple cooperation
scheme (S-Cooperation) [12], [13] and the Non-Cooperation
scheme (N-Cooperation) [7]. Here, the S-Cooperation scheme
allocates the secondary transmission period only to the relay
SUs, and the N-Cooperation scheme does not consider coop-
eration between primary and secondary networks. Results are
shown in Fig. 6 to Fig. 8.

In Fig. 6, Pr, = 0.8, the number of SUs is 8. P (t)
and PT(t) are optimized with upper bound Py, = 2.5W
and E! _ is within [0,350mW]. We increase the secondary
traffic load by increasing the SUs’ Poisson mean rate \; from
0.1Mbps to 0.5Mbps. It can be seen from Fig. 6 that with the
increase of )\;, the long-term throughput under three schemes
first increases significantly and then keeps steady. The reason
is the following: with the increase of \;, more secondary
traffic is available to be admitted, but once the throughput
is saturated, the network will fail to admit more traffic.

In Fig. 7, we evaluate the network throughput under three
schemes with different number of SUs, by setting P4z =
2.5W, Pr, = 0.8, E!, . €[0,350mW] and \; € [0, 1Mbps].
The throughput under the SUM scheme and the S-Cooperation
scheme increases significantly, since more cooperation op-
portunities is generated with the increase of SUs. However,
under the N-Cooperation scheme, the throughput increases
slowly since no cooperation gain is provided. Under the N-
Cooperation scheme, the increase of throughput may be from
the increase of traffic load as the number of SUs grows.

In Fig. 8, setting the number of SUs as 8, Ppq, = 2.5W,
Ei,. € [0,350mW] and \; € [0,1Mbps], we exam the
throughput performance versus PUs’ active probability Pr,.
When Pr, grows, i.e., the PUs become busy, the opportunities
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Fig. 7. Secondary network throughput vs. number of SUs.

for secondary transmissions decreases, and the throughput
under the three schemes all drops. However, the dropping
speed of the SUM scheme is slower than that of the other
two schemes, showing that the proposed SUM scheme could
create more secondary transmission opportunities than other
schemes even when PUs are busy.

In general, it can be seen from Fig. 6 to Fig. 8 that the
proposed SUM scheme always outperforms the existing S-
Cooperation scheme and the N-Cooperation scheme, in terms
of long-term secondary network throughput. For example,
compared with the S-Cooperation scheme, in Fig. 6, the
proposed SUM scheme has around 14% improvement when
SUs’ Poisson mean rate is 0.5, in Fig. 7, the SUM scheme
provides around 16% improvement when the number of SUs
is 10, and in Fig. 8, the SUM scheme gives around 29%
improvement when PUs’ active probability is 0.9. All of
these illustrate that, the proposed SUM scheme could utilize
the spectrum resource more efficiently and achieve higher
network-level throughput for secondary networks.
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VI. CONCLUSION

In this paper, we have proposed a novel resource alloca-
tion scheme under energy-constrained CCRNs. To improve
the spectrum utilization and network-level throughput for
secondary networks, we allow all SUs to optimally share
the cooperation-generated period, and jointly formulate the
relay selection, secondary transmission scheduling and power
allocation problems. Considering the energy constraint on
SUs, we formulate the resource allocation problem from
long-term perspective and design an online SUM scheme
to solve the long-term problem with low computationally
complexity. Through simulations, we show that compared with
existing schemes, the proposed SUM scheme achieves higher
secondary network throughput and provides higher spectrum
utilization.

APPENDIX A
PROOF OF THEOREM 1

To prove Theorem 1, we first define Lyapunov function L(t)

as,
1

L(t) =5 Y (@, (1) +QF, (1)

i€Ng

Based on it, we give the Lyapunov drift AL(t) as,
AL(t) = E[L(t + 1) = L(1)[Qn, (1), Qe (1)].

Substituting the queue updatiQngT equations
Q. (t+1) = [Qn, (£) —io (1) log (14 oL Wi+ 4 4, (1)
and QEz (t + 1) = [QEz (t) - Ezzzve]_'_ +

(Caver, min Oy (OBin(OPE (1) + 7o) P (1))

into AL(t), we have,
|hio (1) P (t)

11025 3 B[(Qn 000 og1+ T
+ Ai(t)? +2Qn, (D A () + (Qm. (1) — El,.) ™+
(> mun (8w OB (VPE(®) + 30t PT (1) *+

MNeLp
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2Qg,(t Z nun ()05 n (8)Bin (1) PE (1) +vio ()P (t))  Using telescope sum over (22) from 0 to ¢ leads to,
MNELp
~ @R, (1) — @3, (1| Qw. (1), Qs <t>] E{L(t+1)] - Z VE] ZN Ai
i€Ng
|hio(t) PP (t) !
<B +‘ZE[QNi(t)(Ai(t) —r0Olog(+—="52)) (14 )B -3 3 ElQn, (1)]e - Z 3 E[Qs, (7)]e-
lENs 7=04ENg 7=0i€Ng
+Q,(t) Z ()0 n (BN () PE () + 7o ()P (1) (t+ 1)V A*(e). (23)
MNeL P
Since E[L(0)] is finite, dividing ¢+ 1 on both side of (23) and
- El,.)|Qn: (1) (t)] ) taking ¢ — oo brings,
t
where B = 13" (Rivgs + A2 + B o+ ). . 1
2 iENg max max ave max hm - E (7)) + (T
Then, we give the Lyapunov drift-plus-penalty function as t—oot 41 TZ:;MEZN:S [Qw.(7) + Qi (7)]
follows: ¢
. >0 2ieng ElAi(T)]
B + V(lim, S — A*(e
V3 BN, (0. Qs (1) SRRALIE — 9
N
1ENs < B + V|NS|Amaz
< B+ > E[A1Qu, (1) = V)IQn. (1), Qr, (1) + S
i€Ng 1 t B
(20) im — . > A*(e) — =
| ) Jim ZOZNJ E[Ai(r)] > A™(e) - 5.
STE[QeM( Y mun 0 (®)Bin P (?) TR0
ieN, MNeL t_ ) E[A; .
1N NPT (t chr ) loe(1 where lim;_, o 2r=0 fols [4:(7)] and A*(e) are the objec-
+ 7o (t) T( ) = Bave) = Qni()vio(t) log(1+ tive functions under the proposed online SUM algorithm and
hio () > P; (t))| On. (1), Q (t)} stationary randomized algonthm respectively. Since A;(t) <
No ' Az, Vt, we have lim;_, oo = Oszrvls ElA«(m] — A*(e) <
It can be observed from inequality (20) that, the proposed . S o Yiene ElA(T)]
online SUM algorithm minimizes the second and third parts 10— t+1 <IN 5|Amaﬁ£'
of the RHS of (20), by exploiting admitted control in Sec- AS a result, the performance bounds in (15) and (16) are
tion IV-A and network control in Section IV-B, respectively. derived.
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