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Abstract—One of the major challenges for the wireless net-
work design is the efficient mobility management, which can be
addressed globally (macromobility) and locally (micromobility).
Mobile Internet protocol (IP) is a commonly accepted standard
to address global mobility of mobile hosts (MHs). It requires
the MHs to register with the home agents (HAs) whenever
their care-of addresses change. However, such registrations may
cause excessive signaling traffic and long service delay. To solve
this problem, the hierarchical mobile IP (HMIP) protocol was
proposed to employ the hierarchy of foreign agents (FAs) and the
gateway FAs (GFAs) to localize registration operations. However,
the system performance is critically affected by the selection of
GFAs and their reliability. In this paper, we introduce a novel
dynamic hierarchical mobility management strategy for mobile
IP networks, in which different hierarchies are dynamically set up
for different users and the signaling burden is evenly distributed
among the network. To justify the effectiveness of our proposed
scheme, we develop an analytical model to evaluate the signaling
cost. Our performance analysis shows that the proposed dynamic
hierarchical mobility management strategy can significantly
reduce the system signaling cost under various scenarios and the
system robustness is greatly enhanced. Our analysis also shows
that the new scheme can outperform the Internet Engineering
Task Force mobile IP hierarchical registration scheme in terms
of the overall signaling cost. The more important contribution is
the novel analytical approach in evaluating the performance of
mobile IP networks.

Index Terms—Mobile IP (MIP), mobility management, roaming,
wireless networks.

I. INTRODUCTION

THE CURRENT fast increasing demand for wireless ac-
cess to Internet applications is fueled by the remarkable

success of wireless communication networks and the explosive
growth of the Internet. The future generation wireless networks
target to provide users with high-speed Internet access and mul-
timedia services besides voice. The user mobile devices, such
as wireless laptops, cellular phones, and palm pilots, make it
possible for mobile users to access the Internet applications that
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are predominantly based on Internet protocol (IP) [1], [2]. The
popularity of the Internet provides strong incentive to service
providers to support seamless user mobility. However, many
telecommunication systems such as first and second generation
wireless cellular systems were designed mainly for voice ser-
vices, and the integration with data networks becomes the major
push for third and future generation wireless systems. Mobile
IP (MIP) is the mobility-enabling protocol developed by the In-
ternet Engineering Task Force (IETF) to support global mobility
in IP networks [3], [4]. This standard has become the solution to
solve the user mobility in almost all packet-based wireless mo-
bile systems.

The IP protocol has been designed for wired networks. There
are two major functions for the terminal IP addresses in the In-
ternet. An IP address is used to identify a particular end system
in the whole network and is also used to find a route between
the endpoints. In IP networks, the packets delivered to a partic-
ular end system is routed according to the destination IP address
by the intermediate routers. Based on this observation, we can
conclude that a mobile terminal needs to have a stable IP ad-
dress in order to be stably identifiable to other network nodes
and also needs a temporary IP address for the routing purpose.
The MIP protocol extends IP by allowing a mobile node to ef-
fectively utilize two IP addresses, one for identification and the
other for routing.

MIP enables mobile terminals to maintain ongoing commu-
nications with the Internet while moving from one subnet to an-
other. In the MIP protocol, mobile terminals that can change
their points of attachment in different subnets are called mo-
bile hosts (MHs). An MH has a permanent address (home ad-
dress) registered in its home network and this IP address remains
unchanged when the user moves from subnet to subnet. This
address is used for identification and routing purpose, which
is stored in a home agent (HA). An HA is a router in a mo-
bile node’s home network, which can intercept and tunnel the
packets for the mobile node and also maintains the current lo-
cation information for the mobile node. If an MH roams to a
subnetwork other than the home network, this subnetwork is a
foreign network for that user. In the current MIP protocol, the
MH can obtain a new IP address from a router [foreign agent
(FA)] in the visited network or through some external means.
An MH needs to register with the FA or some one-hop router
for the routing purpose. The care-of-address (CoA) for the MH
will change from subnet to subnet. In order to maintain contin-
uous services while the user is on the move, MIP requires the
MH to update its location to its HA whenever it moves to a new
subnet so that the HA can intercept the packets delivered to it
and tunnel the packets to the user’s current point of attachment.
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Fig. 1. MIP location registration and packet routing.

Thus, the MIP can provide continuous Internet access services
for the mobile user and does provide a simple and scalable so-
lution to user mobility.

However, MIP is not a good solution for users with high mo-
bility. Its mechanism requires every MH to update its new CoA
to the HA every time the MH moves from one subnet to another,
even though the MH does not communicate with others while
moving. As shown in Fig. 1, the location update cost in MIP can
be excessive, especially for the mobile users with relatively high
mobility and long distance to their HAs. This problem becomes
worse with the increase of the mobile user population [5]. More-
over, if a user is far away from his/her HA or the HA processing
capability is overwhelmed by the huge volume of update mes-
sages, the signaling delay for the location update could be very
long, which will result in the loss of a large amount of in-flight
packets and the degradation of quality-of-service (QoS).

In this paper, we propose a dynamic hierarchical mobility
management scheme for MIP networks (DHMIP). In our
scheme, the location update messages to the HAs can be
reduced by setting up a hierarchy of FAs, where the level
number of the hierarchy is dynamically adjusted based on each
mobile user’s up-to-date mobility and traffic load information.
Analytical model is developed for the performance evaluation.
The results show that our new scheme outperforms the MIP and
IETF hierarchical mobile IP (HMIP) schemes under various
conditions. The more important contribution is the new ana-
lytical approach we develop in this paper. Most performance
evaluation of mobility management schemes in MIP networks
are carried out by simulations, while this work presents a novel
analytical approach to the performance evaluation for MIP
networks.

This paper is organized as follows. We introduce the related
works on the mobility management for the MIP networks in
Section II. The detailed procedures of the DHMIP scheme is
presented in Section III. In Section IV, we develop an analyt-
ical model to derive the signaling cost functions for the new
scheme. The performance of DHMIP scheme is demonstrated in

Section V. Section VI compares our new scheme with the IETF
HMIP scheme and some improvements for the DHMIP are dis-
cussed in Section VII. Section VIII gives the conclusions.

II. RELATED WORKS

User mobility in wireless networks that support IP mobility
can be broadly classified into macromobility and micro-
mobility. The macromobility is for the case when an MH
roams across different administrative domains of geographical
regions. The macromobility occurs less frequent and usually
involves longer timescales ([6]). The MIP can ensure the
mobile users reestablish communication connections after
a movement. The micromobility means the MH movement
across multiple subnets within a single network of domain. For
micromobility, which occurs quite often, the MIP paradigm
needs to be enhanced. Most of the related works attempt to
improve the MIP micromobility handling capability [7].

In [5], the authors proposed a scalable mobility management
scheme which uses hierarchical FAs to handle the user mobility
within one subnetwork for wireless Internet, and FA hierarchy
in this scheme is preconfigured. In this architecture, the base
stations are assumed to be network routers. The higher levels
of the hierarchy rely on MIP to handle the macromobility. The
handoff-aware wireless access Internet infrastructure (HAWAII)
is a separate routing protocol to handle micromobility [8]. The
scheme hinges on the assumption that most user mobility is local
to an administrative domain of the networks. An MH entering
a new foreign network is assigned a new CoA and retains its
CoA unchanged while moving within the foreign domain. In
this scheme, the HA and any corresponding host are unaware
of the host’s mobility within that domain. The route to the MH
is established by specialized path setup scheme that updates the
forwarding tables with host-based entries in selected routes in
that domain. For macromobility, the HAWAII uses the tradi-
tional MIP. By this means, the scheme can be considered as
an enhanced MIP. The cellular IP is introduced in [9]. In this



666 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 22, NO. 4, MAY 2004

scheme, the location management and handoff support are in-
tegrated with routing in cellular IP access networks. The net-
work is connected to the Internet through gateway routers and
the roaming between gateways is managed by MIP while the
mobility within access networks is handled by cellular IP. All the
packets originated from or terminated to the MHs are handled
by the gateways, and the host location information is refreshed
by the regular data exchange transmitted from the MH. The cel-
lular IP also supports IP paging. The paging mechanism can
minimize the signaling traffic for users in the idle state. When
packets need to be sent to an idle MH, the host is paged and
becomes active. To localize the signaling traffic in supporting
IP services in cellular networks, Das et al. proposed to use the
mobility agent (MA) to reduce the update traffic, leading to a
new architecture called TeleMIP [6]. In the TeleMIP, an MA
is in charge of one region, handling the CoAs for those MHs
roaming in the region. Whenever an MH switches FA in the
same region, it only updates the MA. When an MH crosses a re-
gion boundary, the MH registers with the new MA, which then
sends update message to the HA. It has been demonstrated that
TeleMIP does enhance the performance in the IP support over
the cellular networks. However, this new architecture may add
the network management entity and complexity. In the MIP net-
works, to reduce the registration signaling traffic (for binding
update), the MIP regional registration is proposed in [10], which
is called IETF hierarchical scheme in this paper. The protocol
employs the FA hierarchy to localize the registration traffic. In
this protocol, the HA registers the publicly routable address of
the gateway FA (GFA) and the MHs location update messages
establish tunnels in a regional network along the path from MHs
to GFA. Although multiple levels of hierarchy are mentioned
in [10], typically one level architecture, where all FAs are con-
nected to the GFAs, is used for discussions. In the IETF hier-
archical scheme, the network architecture is centralized. It is
not clear and usually hard to determine the size of a regional
network. The mobile users up-to-date traffic load and mobility
may vary, and the fixed structure is lack of flexibility. To over-
come this deficiency, Xie and Akyildiz proposed a distributed
dynamic regional location management scheme for MIP [11].
In this scheme, the first FA an MH registers at in a new regional
network is selected as the GFA, and the regional network size
is adjusted based on the user’s current traffic load and mobility
information. It can be considered as the extension of the IETF
regional registration scheme to make it more flexible and adap-
tive. Some schemes based on “pointer forwarding” technique
are proposed in [19] and [20]. In these schemes, pointers are
setup when MHs move to new subnets. However, in [19], the
authors assume there is correlation between the communication
and the geographic distances and an MHs coordinate need to
be known in the mobility management. In this paper, we pro-
pose a new scheme which has no restriction on the shape or ge-
ographic location of subnets. The pointer chain length is critical
to the performance of the pointer forwarding scheme and the
threshold should change according to the user’s up-to-date mo-
bility and traffic load. However, the impact of the chain length
was not considered in [20].

In this paper, we propose another dynamic hierarchical
mobility management scheme for the MIP networks. In our

scheme, when an MH changes its subnet and obtains a new
CoA from the new FA (one-hop router), the new FA (one-hop
router) updates the new address to the MHs previous FA
(one-hop router) so that the new FA (one-hop router) forms
a new location management hierarchical level for that user.
The FA hierarchical architecture is specific for every user,
which makes the user avoid frequently updating his/her home
network. The packets delivered to the MH can be tunneled
via the multiple levels of FAs to the user. In order to avoid
long packet delivery delay, there is an optimal level number
(or threshold) for the hierarchy for each user according to
his/her call-to-mobility ratio (CMR). The threshold can be
dynamically adjusted based on the up-to-date mobility and
traffic load for each terminal. When the threshold is reached,
the MH performs home registration and sets up a new hierarchy
for its further movements. The optimal threshold for each user
can be derived by an iterative algorithm. Since our scheme
significantly reduces the registration traffic to the HAs, it can
also greatly reduce the in-flight packet loss.

III. DYNAMIC HIERARCHICAL LOCATION

MANAGEMENT SCHEME

In our new dynamic hierarchical system architecture, there
is no fixed hierarchical architecture for users or any restriction
on the shape and the geographic location for subnets. In the
MIP protocol, an MH can determine if it enters a new subnet by
detecting the agent advertisement messages sent by the mobility
agents (HAs or FAs). The MH then obtains a new CoA and
sends a location update message to its HA. Upon receiving the
message, the HA sets up a binding between the MH permanent
address and current CoA so that the HA can intercept the packets
to this MH and tunnel them to the user’s current access point.
The MHs in the MIP networks are required to update their new
CoA whenever they are changing their locations (subnets) even
though the MHs do not communicate with others. As shown
in Fig. 1, this could result in significant signaling traffic to the
networks.

In our DHMIP, the location update signaling traffic can be re-
duced by registering the new CoA to the previous FA, as shown
in Fig. 2. By this procedure, a dynamic location hierarchy is
constructed for a specific mobile user. The packets for this user
can be intercepted and retunneled along the FA hierarchy to the
mobile terminal. Thus, the location update traffic can be local-
ized. In this scheme, we can use the similar procedures in [12]
and [13] to notify the previous FA the user’s new CoA. How-
ever, the forwarding through multiple FAs will cause some ser-
vice delivery delay, which may not be appropriate when there is
delay restraint for some Internet applications such as video or
voice services. In order to avoid excessive packet transmission
delay, we set a threshold on the level number of the hierarchy
in the DHMIP scheme. When the threshold is reached, the MH
will register to its HA. In the DHMIP scheme, the threshold is
dynamically adjusted based on every user’s traffic load and mo-
bility. The operation of the DHMIP scheme can be seen in Fig. 2.
In Fig. 2, an MH moves from subnet_1 to subnet_6. In the figure,
we assume the threshold level of the hierarchy is three. When
the user is in subnet_2, subnet_3, subnet_5, or subnet_6, the
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Fig. 2. DHMIP location registration and call delivery.

MH updates the new CoAs to the previous FAs. Since the pre-
vious FAs are usually close to the new ones, the location update
cost is usually less than that to the HA. After the user enters
subnet_4, the hierarchy level threshold is reached and the MH
will set up a new hierarchy. In this case, the MH updates its
new CoA to the HA directly. When the user is in subnet_3 and
subnet_6, there are packet arrivals for the user. The packets are
then intercepted by the HA and tunneled to the user. Since the
HA does not have the user’s up-to-date location information,
the packets are sent to the FA that the user updated last time. In
our example, they are and in Fig. 2. Then, the packets
are retunneled along the hierarchy to the user. The optimal hier-
archy level threshold can be computed based on the user’s
current traffic load and mobility pattern. The can be ad-
justed in different epochs in the DHMIP scheme. For example,
the optimal value can be updated every time the MH enters a new
subnet or when the previously calculated threshold is reached
or the MH calculates it periodically. There is a tradeoff between
the accuracy of and the MHs computational power con-
sumption. The more often the update of , the more accu-
rate the value and the more the signaling traffic saving; however,
the more the power consumption. The DHMIP scheme can be
described by the pseudocode in Table I. In this paper, we as-
sume the optimal value is updated every time the last optimal
threshold is reached.

IV. ANALYTICAL MODEL

In this section, we develop an analytical model to derive
the location update and packet delivery cost functions for the
DHMIP scheme. Just as in [11], we do not consider the periodic
binding update costs that an MH sends to its HA or FAs to
refresh their caches.

We define the following parameters for our analysis in the
rest of this paper.

TABLE I
DYNAMIC HIERARCHICAL MIP PROTOCOL

Number of subnets crossed between the last packet ar-
rival and the very last location update just before the
last packet arrival (see Fig. 2).
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MH call-to-mobility ratio (CMR).
Threshold of the FA hierarchy level.
Average MH location update cost to its HA.
Packet delivery cost for a packet to an MH in a foreign
network under the MIP scheme.
Total location update cost for an MH incurred between
two consecutive packet arrivals under the DHMIP
scheme.
Average packet delivery cost for a packet to an MH in
a foreign networks under the DHMIP scheme.
Packet delivery cost between FAs in the DHMIP
scheme.
Hierarchy setup cost in the DHMIP scheme.
Probability distribution of .

Let denote the probability that an MH crosses subnets
between two consecutive packet arrivals. Under the current MIP
scheme, the total location update and packet delivery cost can
be shown as

(1)

where the is the MH CMR. In this paper, the CMR is defined
as follow: if packets arrive at an MH at rate and the time the
user resides in a given subnet has a mean , then the CMR,
denoted by , is given as

(2)

The cost for the DHMIP is more complicated, so we derive
the location update and packet delivery costs, respectively. By
the new scheme, if we assume the threshold is , as we can see
in Fig. 2, and if an MH crosses subnets between two consecu-
tive packet arrivals, the MH will update to the HA
times and update to the previous FA in the rest
times [14]. So the average location update cost function can be
written as

(3)
Similarly, we can obtain the packet delivery cost function. In
the DHMIP scheme, some additional cost is introduced. When a
packet is tunneled to the first FA in the MH current FA hierarchy,
if the first FA is not the user’s serving FA, then additional FAs
have to be traversed before the packet can reach the destination.
In addition to the packet delivery cost in the MIP scheme, there
is another cost in the DHMIP scheme.
So the can be obtained as follows:

(4)

In order to analyze the performance of the new scheme, we
need to evaluate in more detail. We make the following
assumptions.

1) The packet arrivals to an MH form a Poisson process with
arrival rate .

2) The residence time of an MH in a subnet is a random
variable with a general density function and the
Laplace transform

For convenience, we denote . With the above as-
sumption, is given by ([15])

if

if
(5)

In order to analyze (3) and (4), we use the substitution
, then

(6)

where

Notice that both and , we can rewrite
as

(7)



MA AND FANG: DYNAMIC HIERARCHICAL MOBILITY MANAGEMENT STRATEGY FOR MOBILE IP NETWORKS 669

Similarly, we can obtain

(8)

Thus, the total cost is

(9)

Furthermore, if we assume that the is uniformly distributed
with , we can rewrite (9) as

(10)

For demonstration purposes, we assume that the subnet resi-
dence time is Gamma distributed with mean . The reason
that Gamma distribution is selected is its flexibility in setting
various parameters, it is known that the Gamma distribution can
be used to fit the first two moments of the field data. The Laplace
transform of a Gamma distribution is

thus, we have

(11)

In particular, when , we have an exponential distribution
for the subnet residence time. If the residence time is exponen-

tially distributed, we have , then (10) is reduced
to

(12)

In reality, many mobile users usually keep accessing Internet
in a vicinity. When they roam far away from their daily work
place, they would access the network less often. We can ana-
lyze this situations by letting the linearly or exponentially dis-
tributed. If is linearly distributed with

, then

(13)

If is exponentially distributed with

(14)

For MHs with different traffic load and mobility patterns,
their optimal hierarchy level thresholds should be different. The
optimal threshold for an MH is the value of that min-
imizes the cost functions derived above. Since the must be
an integer, we use a similar method proposed in [11] and [17] to
obtain the optimal values. We define the cost difference equa-
tion between the system with level and the one with level

as

(15)

Given the CMR, the algorithm to find the optimal value of is
defined as

if
otherwise

(16)

Notice that the algorithm to find the optimal value is iterative.
It is easy to implement; however, it may result in local minima.
How to avoid the local minima was discussed in [18]. In
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practical systems, we can determine the optimal value to a
limited predefined maximum number. Then, the optimal value
can be found by evaluating the total costs for each of the
allowed numbers in the range. The estimation of the MH packet
arrival rate was also discussed in [17].

V. NUMERICAL RESULTS

To evaluate the performance of the DHMIP scheme, we need
to know the relative cost of updating HA and the previous FA.
We use the following notations for our analysis.

Transmission cost of location update between an
MH and an FA.
Transmission cost of location update between FAs.
Transmission cost of location update between an FA
and the HA.
Location update processing cost between an FA and
the HA.
Location update processing cost between an MA
and an FA.
Location update processing cost between FAs.
Transmission cost of packet delivery between FAs.
Transmission cost of packet delivery between the
HA and an FA.
Transmission cost of packet delivery between an FA
and an MH.
Packet delivery processing cost between FAs.
Packet delivery processing cost between the HA and
an FA.
Packet delivery processing cost between an FA and
an MH.

According to the above definitions and the protocols of the MIP
and the DHMIP scheme described in Section III, the MH regis-
tration cost to the HA, the packet delivery cost in the
MIP protocol, the hierarchy setup cost , and the hierarchical
packet delivery cost in the DHMIP scheme can be expressed
as

(17)

(18)

(19)

(20)

The MIP scheme may result in heavy system traffic load
because of the MHs’ location update messages. The DHMIP
scheme attempts to reduce the registrations to the HAs by
sending MHs’ new location to the old FAs. This would effec-
tively reduce the long distance signaling traffic at the expense
of increasing the local traffic load. Usually, an MHs new FA is
close to its old one in term of the hops between them and the
traffic load is distributed evenly among the system, so that the
network can accept more service requests. It is obvious that
the performance of DHMIP scheme depends on the relative
costs of the long distance registrations to the HA and the local
registrations to FAs. In this paper, we use the parameters in
Tables II and III for performance analysis. We use three sets
of parameters in our analysis. The signaling costs between the
adjacent hierarchy levels are fixed and the costs between the

TABLE II
PERFORMANCE ANALYSIS PARAMETERS

TABLE III
PERFORMANCE ANALYSIS PARAMETERS

Fig. 3. Comparison of the total costs for different schemes.

HA and an FA are 5, 10, and 20 times of those in the three sets
of parameters, respectively.

Fig. 3 shows the total signaling costs for MIP and the DHMIP
scheme under various CMR values. In this figure, we observe
that when the CMR is small, the DHMIP scheme generates less
traffic than the MIP scheme does even without using the optimal
values. We also see that our scheme can reduce the traffic load
even further with the optimal values. How to obtain the optimal
value has been discussed in Section IV. If we examine Fig. 3
more carefully, we can see that the total cost for the DHMIP
scheme with fixed threshold exceeds that for the MIP scheme
when the CMR is large. This can be seen more clearly in Fig. 4.
In Fig. 4, we show the relative costs of the DHMIP scheme to
that of the MIP scheme under different CMR. The uniform dis-
tribution is used and the thresholds are four for all the curves
in this figure. It is obvious that the total cost for the DHMIP
scheme with fixed threshold can exceed that for the MIP scheme
when the CMR is large. In the new scheme, the packets for an
MH will be processed and tunneled through more FAs before
it reaches the destination. When the packet arrival rate is high
relative to the mobility and the threshold is fixed, the total cost
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Fig. 4. Comparison of the total costs for uniformly distributed � under
different parameters.

Fig. 5. Comparison of the total costs under different � distributions.

may exceed that for the MIP scheme. However, we can show
that, with the optimal values, the DHMIP scheme will never
generate more traffic than the MIP scheme does under any con-
ditions. We can also see in Fig. 4 that the scheme performs better
when the relative cost to the HA is higher, and the reason is
straightforward.

Some mobile users usually roam only in a vicinity when
they access the Internet applications. For example, a passenger
waiting for his/her flight in a terminal or the people in some
construction field. They usually require less service when they
move away from some specific areas. In this paper, we use the
linear and exponential distributions to simulate those kinds of
mobile users and show the performance in Fig. 5. It can be seen
that, with fixed threshold, the users roaming around a specific
area can generate less signaling traffic under the DHMIP
scheme. In fact, when a mobile user roams in a specific area,
there is high probability that the user will revisit some subnets.
This will generate loops in the hierarchy and result in signaling
traffic which can be removed by “loop removal” introduced in
Section VII.

Fig. 6. Comparison of the total costs under different K .

Fig. 7. Comparison of the total costs under different � distributions with
optimal K .

Before we discuss the choice of the optimal threshold for a
mobile user, we study the impact of the hierarchy level number
on the performance of the DHMIP scheme. Under various
CMR values, we change the hierarchy level number in Fig. 6.
When the CMR is low, meaning that the user has relatively
high mobility, larger can minimize the total signaling costs
because more updates to the HA can be replaced by hierarchy
setup, which will cost less. However, when the CMR is high,
the packets delivered to an MH have to travel more FAs before
reaching the destination with larger . In this case, the total
costs of the DHMIP scheme may exceed those of the MIP
scheme. We can also see in Fig. 6 that it is hard to find an
optimal fixed threshold for an MH under different situations. In
order to achieve the best performance, the selection of threshold
must be dynamic.

In Fig. 7, we show the relative performance of the DHMIP
scheme using the optimal values under different CMR and dif-
ferent distributions. We can observe that our new scheme can
reduce 85% of the signaling cost when the CMR is small. With
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Fig. 8. Optimal number of hierarchy levels for uniform distribution.

the increase of CMR, the relative cost also increases. However,
the cost for the DHMIP scheme will never exceed that for the
MIP scheme. Fig. 8 shows the optimal values under different
CMR for the three sets of parameters. In this figure, we assume
the for the MH follows a uniform distribution. In Fig. 8, the
optimal values decrease with the increase of CMR. When the
relative update cost to the HA is large, an MH can have rela-
tively large thresholds. The reason is obvious. If the update cost
to the HA is high, an MH can generate less signaling traffic by
setting up more FA hierarchy, otherwise, the MH should update
the HA more often, which implies smaller . In fact, when the
optimal value equals one, our new scheme becomes the MIP
scheme, so that the total costs will never exceed those for the
MIP scheme. Based on the above analysis, we can conclude that
the MIP scheme is suitable for mobile users with high CMR and
our DHMIP scheme can perform well for all kinds of users.

Next, we investigate the sensitivity of the performance costs
and the benefits of the DHMIP scheme to the variance in the mo-
bile user’s mobility pattern. In our analysis, we assume that the
packet arrivals to a mobile user form a Poisson process and the
user’s residence time in a subnet has a Gamma distribution. For
a Gamma distribution, the variance is . That is, a large

implies a small variance. Fig. 9 demonstrates the effects of
the variance of the FA residence time under three distributions.
In this figure, we assume 0.01, 1, and 100, respectively.
We can see that the variance of the FA residence time in the
subnets does not affect the performance of the DHMIP scheme
very much. We derive the optimal values based on the expo-
nential residence time distribution. When the 0.01 or 100,
those values are not optimal anymore. However, the DHMIP can
still achieve similar performance under different CMR, different
residence time and distributions. This phenomenon proves the
flexibility and the adaptivity of our new scheme.

VI. COMPARISON WITH THE IETF HIERARCHICAL SCHEME

The IETF HMIP protocol aims to reduce the signaling traffic
to the home networks while minimizing the signaling delay. The
specification of the HMIP protocol can be found in [10]. In this

protocol, the HMIP employs the hierarchy of FAs to locally
handle MIP registration. When an MH moves from one subnet
to another, it performs a home registration to its HA. During a
home registration, the HA registers the CoA of the MH. When
the visited domain supports regional tunnel management, the
CoA that is registered at the HA is the publicly routable ad-
dress of a GFA. This CoA will not change when the mobile node
changes FA under the same GFA. In this situation, the MH will
perform a regional update to GFA, the MH mobility manage-
ment can be handled locally in this way. During the communica-
tion, when packets are sent to the MH, the user’s HA intercepts
the packets, encapsulates them and tunnels them to the CoA of
the MH. Those packets will reach the GFA of the MH through
the network. The GFA checks its visitor list and retunnels the
packets to the user’s corresponding FA. The FA further relays
the packets to the MH. Typically, one level of hierarchy, where
all FAs are connected to the GFAs, is considered; however, the
protocol may be utilized to support multiple hierarchy levels, as
discussed in Appendix B in [10].

In this section, we compare our DHMIP scheme with the
IETF HMIP scheme. We assume is the MH location update
cost to a GFA, is that to the HA and is the additional
packet delivery cost introduced by the GFA. In the IETF HMIP
scheme, the system structure is fixed. If an MH roams under
the same GFA, the user total mobility management costs can be
reduced. However, the HMIP protocol requires an MH to per-
form home registration when the user enters a subnet charged
by another GFA. In order to analyze the HMIP performance,
we need to know the probability that a user moves out of a re-
gional network. We further assume is the probability that the
next movement of MH is under the same GFA. In order to ob-
tain , we assume there are subnets in a foreign network and

subnets in one regional area, respectively. In the model, we
define the action that each MH moving out of a subnet a move-
ment. In one movement, an MH can visit a subnet randomly.
Then, we can have . Usually, the distance
between a GFA and the MHs current FA is farther than the FAs
in our DHMIP scheme in term of hops, so that the location up-
date and packet delivery costs are also higher. Conservatively,
we define the cost coefficient . The GFA processing cost is
proportional to the number of subnets under it. Since IP routing
table lookup is based on the longest prefix matching, then the
GFA processing complexity is proportional to the logarithm of

. According to the above assumptions, we define

(21)

(22)

(23)

In Fig. 10, we plot the curves for the relative cost of the
IETF HMIP scheme and our DHMIP scheme to that of the basic
MIP protocol. In this figure, we assume ,
and , respectively. We can see in this figure that our DHMIP
scheme generates lower system signaling cost than the IETF
HMIP scheme under both conditions even without using the
optimal threshold values. We can also see that if the number
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Fig. 9. Effect of the variance of the FA residence time (
).

Fig. 10. Comparison with the IETF hierarchical scheme.

of subnets under one GFA is large, the HMIP scheme can re-
duce the system signaling traffic more when the CMR is small.
However, the total cost increases rapidly with the increase of
CMR. So, for the IETF HMIP scheme, it is hard to find an
optimal number of subnets under one GFA for all the users in
one network. Another drawback of the HMIP scheme, as men-
tioned in [11], is that the centralized system architecture makes
the system performance sensitive to the failure of GFAs. Our
DHMIP scheme avoids this problem successfully.

VII. SOME IMPROVEMENTS FOR THE DHMIP SCHEME

The performance of the DHMIP scheme can be improved fur-
ther by the IP paging and loop removal.

A. State Activation

Cellular IP supports IP paging [9]. In the IP paging protocol,
the HA only keeps approximate location information of MH
which is in idle state. The MH will turn to active state when
packets are received and update its current location to the HA.
We can enhance the performance of the DHMIP scheme by set-
ting up a long threshold for MH in idle state in a similar way.
In this paper, we name the improved DHMIP scheme enhanced
DHMIP scheme. We define the idle MH as one that has not re-
ceived data packet for a system predefined period. In the en-
hanced DHMIP scheme, the MH can keep a fixed relatively
large threshold so that the MH can avoid updating the home
network often. An idle MH that receives the first packet turns
from idle to active state and updates its current location to the
HA immediately and keeps doing it when it enters new sub-
nets if it keeps in active state. In the enhanced DHMIP scheme,
the data packets can avoid the extra transmission delay in the
DHMIP scheme and the total signaling traffic is reduced at the
same time. If the mobile user has not received packet for some
predefined period, the MH returns to the idle state again. In
this enhanced version, an MH can maintain a fixed threshold
without computing and changing it from time to time. This can
also reduce the mobile terminal energy consumption. For dif-
ferent mobile users with different call to mobility pattern, they
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Fig. 11. Total cost for the enhanced DHMIP scheme.

can adopt different predefined thresholds. In our analysis, we
assume that the MH turns to active state after receiving the first
data packet and can update to its home network by attaching the
location information to the acknowledge messages. Then, we
can obtain the location update cost function , the packet
delivery cost function and the total cost function ,
respectively, as follows:

(24)

(25)

(26)

We further assume that the MH’s FA residence time in subnets
is exponentially distributed, then . We can rewrite
(26) as

(27)

Fig. 11 shows the performance of the enhanced DHMIP
scheme. We can observe from the figure that there is no optimal

threshold for an MH. The larger the threshold, the better the
performance. However, a large threshold may generate long
packet delivery delay for the first data packet so that the
network operator should choose the value by considering the
signaling saving and the QoS comprehensively. In Fig. 11, we
also see that the has little effect on the performance when
the CMR is large. The reason is that the MH is always in active
state and keeps updating its newly obtained CoA to the HA
in this situation and the effective threshold reduces to one no
matter what the predefined value is. In the enhanced DHMIP
scheme, the total system signaling cost will never exceed that
of the MIP scheme under all the conditions.

B. Loop Removal

The performance of the DHMIP scheme can also be improved
by removing the loop formed during the mobile user’s move-
ment. In reality, many mobile users roam in a limited region,
for example, in an office building. If the mobile users revisit
some subnets they have visited before, loop may form in the hi-
erarchical architecture in the DHMIP scheme according to the
protocol described before. With the loop removal, the MHs can
update their new CoAs less often and the total signaling cost can
be mitigated further [16]. When an MH enters a new subnet and
tries to set up a new level of hierarchy, the new FA checks its
hierarchy list first. If the FA is already in the MH hierarchy, the
FA can delete the subsequent FA addresses for that user without
updating the old FA so that the loop is removed. In this section,
we analyze the loop removal effect on the DHMIP performance.

If we consider the MH revisiting scenario, we can define
as the effective number of subnets crossed between two consec-
utive packet arrivals. Although the loop removal can reduce the
number of HA updates, the MH has to update its location to the
current FA even the MH has visited that FA before. We define

as the signaling cost of an MH notifying
its arrival to the current FA, we can obtain the cost function with
loop removal as

(28)
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Fig. 12. Total cost with loop removal.

For simplicity and demonstration purpose, we assume that is
uniformly distributed and , where is the percentage
of the effective number of subnets a user visited to the total
number of subnets the user visited. Then, we have

(29)

Fig. 12 shows the loop removal effect when is 1, 0.8, 0.5,
and 0.2, respectively. When , it is the worst case that the
mobile user never revisits any subnet he/her visited before. From
Fig. 12, we can see that the total signaling cost for the DHMIP
scheme can be reduced by the loop removal mechanism.

VIII. CONCLUSION

This paper has provided a new location management scheme
for MIP network—the DHMIP strategy. Instead of updating the
home networks far away, in the DHMIP scheme, the MHs in-
form their new CoAs to the previous FAs (or one-hop router).
When data packets arrive at the MHs, the packets can be de-
livered through the FA hierarchy. The transmission distance be-
tween the FAs is usually shorter than that between an MH and
the HA, so that total signaling cost can be reduced. In this paper,
we also proposed an iterative algorithm to compute the optimal
threshold values for specific users with different call-to-mo-
bility patterns. Our analysis shows that the DHMIP scheme out-
performs the traditional MIP scheme and IETF HMIP protocol
under various conditions. We also demonstrate that the DHMIP
can further be improved by considering state activation and loop
removal.
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