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Abstract—In Machine-to-Machine (M2M) communications,
machines are wirelessly connected to accomplish collaborative
tasks without human intervention, and provide ubiquitous
solutions for real-time monitoring. The real-time monitoring
application is one of the killer applications for M2M com-
munications, where M2M nodes transmit sensed data to an
M2M gateway, and then the M2M gateway can have real-time
monitoring for each sensing region. In real-time monitoring
application, the energy consumption for the M2M nodes to
send sensed data to the M2M gateway is an important factor
that significantly affects the performance of the system. In
this paper, we first consider the energy consumption as well
as the validity of sensed data to design either centralized or
distributed energy-efficient reporting mechanisms. We then
analyze the complexity of the reporting mechanisms. Simula-
tion experiments are conducted to investigate the performance
of the proposed mechanisms, and show that the distributed
mechanism outperforms the centralized mechanism when the
M2M nodes are mobile.

Index Terms—Energy efficiency, Machine-to-machine com-
munications, Reporting mechanism, Sensed data validity

I. INTRODUCTION

Machine-to-Machine (M2M) communications is being
standardized in several working groups, e.g., ETSI [1], [2]
and machine-type communications (MTC) in 3GPP [3],
[4]. In M2M communications, machines are wirelessly
connected to accomplish collaborative tasks without human
intervention. A machine has “intelligence” to make decision
autonomously based on collected information from other
machines. Examples of M2M communications networks in-
clude vehicular ad-hoc networks (VANETs) [5], underwater
sensor networks (UWSNs) [6], [7], and wireless body area
networks (WBANs) [8], [9].

An M2M communications network comprises a number
of M2M nodes and M2M gateways [10]. As shown in Fig-
ure 1(a), an M2M node is equipped with multiple sensors
to collect different types of sensed data (e.g., temperature,
humidity, density of toxic gas and air quality) and a wireless

Type j sensor

Type i sensor

... Wireless

Transceiver

(a) The components in an M2M node

M2M Node

SR2

M2M 

Gateway

SR3

SR4

SR1

(b) The M2M gateway, M2M node, and SRs

Fig. 1. The network architecture of a region-based M2M communications
network

transceiver to transmit sensed data to an M2M gateway
through wireless communication protocols, e.g., Wi-Fi [11],
ZigBee [12], UMTS [13], LTE [14], or WiMAX [15]. An
M2M node is usually attached to moving machines (e.g.,
a motorcycle or a car), and with mobility. Through a loca-
tion determination system (e.g., global positioning system;
GPS), an M2M node can obtain its location information. An
M2M gateway, which is usually equipped with permanent
power supply, has powerful computation and transmission
capability. The main task of an M2M gateway is to have
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computation on the collected sensed data from M2M nodes.
As pointed out in [10], the most promising M2M applica-

tion is real-time monitoring, including e-healthcare, smart
grids, environmental monitoring, industrial automation, and
so on. Take urban environment in Taiwan for example.
Air pollution is mainly caused by traffic jam due to that
crowded vehicles in traffic jam are with low mobility, and
their emission results in high concentration of air pollutant.
With real-time monitoring on air quality in urban environ-
ment, we can keep pedestrians informed about the polluted
areas, so that pedestrians can choose more healthful routes.

In a real-time monitoring application, the monitoring area
of an M2M communications network is divided into several
sensing regions (SRs). In an SR, there may be one or more
types of sensed data to be collected, and the values for a
specific type from different M2M nodes are more or less the
same during a certain time period. Figure 1(b) illustrates an
example of an M2M communications network partitioned
into four SRs, namely SR1, SR2, SR3, and SR4. In this
example, there are one M2M gateway and five M2M nodes
in SR1.

Each M2M node may have different sensing capabilities
since each M2M node may be equipped with different types
of sensors to collect different types of sensed data. There
are two operating modes for an M2M node: active mode
or sleep mode. The period when the M2M node is in the
active (sleep) mode is called active (sleeping) period. In
the active mode, the M2M node collects the sensed data
from its equipped sensors, and then transmits the collected
sensed data with time and location information to the M2M
gateway. After transmission, the M2M node switches to the
sleep mode and stays in the sleep mode for a period of time
to save its power consumption.

For each type of sensed data, we define monitoring
period (MP) as its time constraint. We deem a sensed data
to be a valid sensed data [16] if the sensed data is collected
by an M2M node and received by the M2M gateway in the
same MP. The validity for a sensed data will be formally
defined in Section II-A. For each type, the M2M gateway
must receive at least one valid sensed data in every MP to
monitor the sensed data in real-time. However, redundant
transmissions occur if more than one valid sensed data
is received by the M2M gateway during an MP, which
result in more power consumption for M2M nodes. To
conserve energy, the M2M node can selectively transmit the
sensed data (i.e., it may not transmit all collected sensed
data each time) or stay in the sleep mode longer, but the
possibility that the M2M gateway cannot receive the valid
sensed data every MP may increase. The tradeoff is called
the energy-validity tradeoff that is also pointed out in our
previous work [16]. Careful scheduling of sensed data trans-
mission can prevent redundant transmissions, save power
for M2M nodes, and prolong the lifetime of the M2M
communications network. Meanwhile, the M2M gateway
can maintain the freshness of the sensed data to achieve
real-time monitoring.

To address this issue, many previous studies [17–22]
propose energy-efficient reporting mechanisms for M2M
communications networks. Most of these works focus on
stationary nodes with mostly real-time monitoring appli-
cations. These works can be divided into two categories:
centralized and distributed. The centralized reporting mech-
anisms [17], [18], [20] schedule the transmissions for M2M
nodes in a centralized fashion. A central controller, e.g., the
M2M gateway, coordinates the transmission schedule for
M2M nodes. The M2M nodes must keep on updating the
schedule sent from the central controller. On the contrary,
the distributed reporting mechanisms [23], [24] allow M2M
nodes to operate independently without being scheduled
by a central controller. An M2M node can decide the
transmission schedule on its own. However, the designs
of the centralized or distributed reporting mechanisms in
the previous works rarely take mobility of M2M nodes and
validity of sensed data into consideration. Therefore, these
mechanisms do not work well when the M2M nodes are
mobile.

In this paper, we propose intelligent reporting mecha-
nisms to deal with the energy-validity tradeoff for “multi-
type” real-time monitoring applications for mobile M2M
nodes. First, we propose a centralized reporting mechanism,
namely Energy-efficient Centralized Reporting (ECR), in
which the M2M gateway is responsible for scheduling
sensed data transmissions for M2M nodes. In ECR, we
transform the energy-validity tradeoff to an energy mini-
mization problem, and use the integer linear programming
(ILP) to formulate the energy minimization problem. Then,
we show NP-hardness for the energy minimization problem,
and propose a low-complexity greedy algorithm to approx-
imate the solution of the ILP formulation. Second, we
propose a distributed reporting mechanism, namely Energy-
efficient Distributed Reporting (EDR), in which the M2M
node decides its own transmission schedule. To deal with
the energy-validity tradeoff in a distributed fashion, we
design the threshold-based dynamic sleeping adjustment
(TDSA) algorithm for the M2M node to adjust its sleeping
period. Third, we develop the simulation experiments to
investigate how mobility affects the performances of ECR
and EDR, which are not studied in the previous studies
and can be one of our main contributions in this work. Our
study shows that EDR outperforms ECR when M2M nodes
are moving dynamically.

The rest of this paper is organized as follows. Section II
describes the details of the ECR and EDR mechanisms.
Section III proposes the energy minimization problem, its
ILP formulation, and the NP-hardness proof. In Section IV,
the performances of ECR and EDR are investigated through
simulation experiments. Finally, Section V concludes this
work.

II. ENERGY-EFFICIENT REPORTING MECHANISMS

In this section, we first define the validity of sensed data
for real-time monitoring applications. Then, we propose
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two energy-efficient reporting mechanisms ECR and EDR.

A. Validity of Sensed Data

Suppose that there are N types of sensed data, say,
type 1, type 2, ..., type N , to be collected. We denote the
sensing set by S = {1, 2, 3, ..., N}. The type i sensed data
is sensed by the type i sensor. Consider an M2M node,
nk, in the SR. Let the set Sk ⊆ S denote the types of
sensed data that can be collected by nk, and Sk is called
the sensing set of nk. As mentioned previously, nk in the
active mode collects the type i sensed data from the type i
sensor for all i ∈ Sk. Compared with the active period or
the sleeping period, the time period for nk to collect the
sensed data is small enough to be negligible in this paper.
Let ta (ts) denote the period when nk is in the active
(sleeping) period. Figure 2 illustrates an example that an
M2M node is equipped with the type 1 and type 2 sensors.
At time t1, the M2M node transmits the type 1 and type 2
sensed data. At time t1 + ta, the M2M node switches to
sleep mode, and stays in the sleep mode for a ts period.
After the ts period, the M2M node switches to active mode
at time t2 = t1+ta+ts, and starts to transmit the collected
sensed data.

Let θi be the length of an MP for type i sensed data.
Suppose that the real-time monitoring application starts at
time t, and the jth MP for type i sensed data starts at
t+(j−1)θi and ends at time t+ jθi. Assume that a type i
sensed data is collected by an M2M node at time tx in the
jth MP (i.e., t+(j−1)θi ≤ tx ≤ t+ jθi), and received by
the M2M gateway at t′x (where tx < t′x). Then following
the definition in [16], the type i sensed data is valid if

t+ (j − 1)θi ≤ tx < t′x ≤ t+ jθi. (1)

Otherwise (i.e., t′x > t + jθi), the type i sensed data is
invalid. As shown in Figure 2, the first transmission for the
type 1 and type 2 sensed data starts at time t1 (transmitted
by the M2M node) and ends at time t′1 (received by the
M2M gateway). Since t ≤ t1 < t′1 ≤ t + θ1, the type 1
sensed data of the first transmission is valid. On the other
hand, the second transmission for the type 1 and type 2
sensed data starts at time t2 and ends at time t′2. Since
t+ θ1 < t2 ≤ t+ 2θ1 and t′2 > t+ 2θ1, the type 1 sensed
data is invalid.

B. Centralized Reporting Mechanism

A reporting mechanism consists of two parts: M2M
gateway part and M2M node part. In the ECR mechanism,
the M2M gateway calculates the transmission schedule for
M2M nodes, and the M2M nodes transmit the sensed data
to the M2M gateway according to the transmission schedule
received from the M2M gateway. The details of the two
parts of ECR are given as follows.
M2M Gateway Part: We consider an SR in which there

are N types of sensed data to be collected, and the
M2M gateway monitors N types of sensed data for
each SR. The M2M gateway maintains the following
information: the set D = {D(1), D(2), ..., D(N)} for
the N types of sensed data, where D(i) is the latest
valid type i sensed data. The MP for the type i sensed
data is controlled by the Ti timer, and the value of Ti

is set to θi. The M2M gateway starts the monitoring of
the type i sensed data by triggering the Ti timer. The
expiration of Ti denotes the end of an MP for type i
sensed data. When the M2M gateway receives a type i
sensed data, it checks the validity for the type i sensed
data by (1). If the type i sensed data is valid, the D(i)
value is updated. Otherwise (i.e., the type i sensed data
is invalid), the type i sensed data is ignored.
Without loss of generality, we assume θ1 ≤ θ2 ≤
, ...,≤ θN , and

θi = aiθ1 ∀i ∈ {1, 2, ..., N}

where ai are integers and a1 = 1. Let θ1 de-
note the length of a transmission unit. Define a cy-
cle with length L = lcm(a1, a2, ..., aN )θ1, where
lcm(a1, a2, ..., aN ) is the least common multiple of
a1, a2, ..., aN . The M2M gateway maintains the binary
variable xi,j,k, where xi,j,k = 1 denotes that nk is
assigned to transmit the type i sensed data at the
jth transmission unit within a cycle, and {xi,j,k}
is a binary three-dimensional array to denote the
transmission schedule of a cycle for M2M nodes. The
M2M gateway schedules the sensed data transmission
for M2M nodes every cycle. Specifically, the M2M
gateway executes a greedy scheduling algorithm (to
be elaborated in Section III) at the beginning of
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each cycle to determine the schedule {xi,j,k} for the
cycle. Then, the schedule is broadcasted by the M2M
gateway to the M2M nodes.

M2M Node Part: Consider an M2M node, nk, in the
SR. As mentioned previously, nk has two operating
modes: active mode and sleep mode. After nk is
powered on, nk stays in the active mode and waits
for receiving the transmission schedule broadcasted by
the M2M gateway. nk will not transmit any sensed
data until receiving the first schedule, and the time
when nk receives the first schedule is considered as the
beginning of the first cycle for nk. When nk receives
a schedule {xi,j,k}, nk checks its transmission as-
signment by calculating Sk,j = {i|∀xi,j,k = 1}, where
Sk,j is the set containing the types of sensed data to
be transmitted at the jth transmission unit within a
cycle. Figure 3 illustrates an example of a transmission
schedule {xi,j,k} for three M2M nodes, n1, n2, n3.
In {xi,j,k}, x2,1,1, x2,3,1, x2,5,1, x4,1,2, x4,4,2, x5,1,3

are 1, and the others in {xi,j,k} are 0. Based on the
schedule in Figure 3, n1 will transmit the type 2 sensed
data in the first, the third, and the fifth transmission
unit within a cycle. n2 will transmit the type 4 sensed
data in the first and the fourth transmission unit within
a cycle. n3 will transmit the type 5 sensed data in the
first transmission unit within a cycle. Otherwise, these
three M2M nodes stay in the sleep mode.

C. Distributed Reporting Mechanism

In the ECR mechanism, the M2M gateway needs more
information about the sensing sets of M2M nodes, which
are collected via communications. This may consume more
energy for M2M nodes. Therefore, we propose the EDR
mechanism in which the transmission schedule is no longer
centrally controlled by the M2M gateway. Instead, the
M2M node decides the transmission schedule on its own.
The details of the two parts of EDR are given as follows.
M2M Gateway Part: Similar to ECR, in EDR, the

M2M gateway also maintains the set D =
{D(1), D(2), ..., D(N)} for each SR, and the timers
T1, T2, ..., TN to denote the MPs for each type,
respectively. In the M2M gateway, we maintain the
CRi counter to count the number of valid type i sensed
data received by the M2M gateway during a type i MP.

At the beginning of a type i MP, CRi is reset to zero.
At the end of the xth type i MP, the variable Ii(x) is
maintained to indicate that the xth type i MP is a real-
time MP (during which the M2M gateway receives
at least one valid type i sensed data) or an outdated
MP (during which the M2M gateway receives no valid
type i sensed data):

Ii(x) =

{
1, if CRi = 0;

0, otherwise.
(2)

Let Γi(0) = 0 for 1 ≤ i ≤ N . For x > 0, at the end
of every type i MP, the M2M gateway computes the
ratio Γi(x):

Γi(x) =

Γi(x− 1) + Ii(x), if x mod K ̸= 0;
Γi(x− 1) + Ii(x)

K
, otherwise.

(3)

At the end of every K type N MPs, the latest Γ1, Γ2,
..., ΓN are broadcasted by the M2M gateway through
a notification message to notify the M2M nodes to
dynamically adjust their sleeping periods. After the
notification message is broadcasted, Γi(x) is reset to
zero for 1 ≤ i ≤ N .

M2M Node Part: An M2M node maintains the sleep
timer Tsleep to control its sleeping period, and the
transmission timers Ttx,1, Ttx,2, ..., Ttx,N to control
which types of sensed data to be transmitted. Initially,
the M2M node nk stays in the active mode. When
the Ttx,i timer expires, the type i sensed data will be
transmitted. Note that if multiple transmission timers
expire at the same time, the M2M node will transmit
multiple types of sensed data in one transmission.
After nk transmits sensed data, it switches to sleep
mode and triggers the Tsleep timer. When the Tsleep

timer expires, the nk switches back to the active mode.
In the active mode, nk also listens to the notification
message for the dynamic adjustment of its sleeping
period. When nk receives a notification message from
the M2M gateway, nk executes the TDSA algorithm
(see Algorithm 1) to adjust Tsleep, and Ttx,1, Ttx,2, ...,
Ttx,N . The details of the TDSA algorithm are given
as follows.
Let V (j) and Vi(j) refer to the jth configuration for
the Tsleep timer and the Ttx,i timer, respectively. When
the SR is well monitored, i.e., every MP is a real-
time MP, TDSA attempts to prolong the M2M node’s
sleeping period to conserve energy consumption. On
the other hand, i.e., the SR is not well monitored,
TDSA attempts to reduce the M2M node’s sleeping
period in order to make the M2M gateway receive
sensed data. Initially, V (1), V1(1), V2(1), ..., VN (1)
are all set to θ1. Based on the ratio Γ1, Γ2, ..., ΓN in
the received notification message, V (x+1), V1(x+1),
V2(x+1), ..., VN (x+1) are adjusted according to the
following algorithm.
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Algorithm 1: Dynamic Sleeping Adjustment
Input: Γ1, Γ2, ..., ΓN , and V1(x), V2(x), ..., VN (x)
Output: V (x+ 1), V1(x+ 1), V2(x+ 1), ...,

VN (x+ 1)
1 foreach i : i ∈ Sk do
2 if Γi = 0 then
3 V ′

i (x+ 1)← Vi(x) +Aθi;
4 else if Γi < ρ then
5 V ′

i (x+ 1)← Vi(x);
6 else
7 V ′

i (x+ 1)← max{Vi(x)−Aθi, 0};
8 end
9 end

10 V (x+ 1)← min{V ′
i (x+ 1)|i ∈ Sk};

11 foreach i : i ∈ Sk do

12 Vi(x+ 1)← Round(
V ′
i (x+ 1)

V (x+ 1)
);

13 end

The notation ρ (0 ≤ ρ ≤ 1) is an adjustment threshold
for the M2M node to determine when to adjust each
transmission timer (see Lines 1-9), and the notation A
is an adjustable variable. The minimum transmission
timer is chosen as the sleep timer (see Line 10) to
satisfy the time constraints for all types of sensed
data that can be collected by the M2M node. The
function Round() ensures all the transmission timers
are integer multiples of the sleep timer so that the
expiration time of transmission timers will match the
expiration time of the sleep timer (see Line 12). There-
fore, the integer numbers of the transmission timers
stand for the number of times the sleep timer expires.
For example, we assume that Tsleep is set to θ1, Ttx,1

(i.e., the smallest transmission timer) is set to 1, and
Ttx,2 is set to 3. Every time after it transmits sensed
data to the M2M gateway, the M2M node switches to
sleep mode and triggers Tsleep to sleep for θ1. Then,
Ttx,2 expires every three times Tsleep expires. That is,
the type 2 sensed data is transmitted once every three
times of type 1 sensed data transmissions since Ttx,2

is three times longer than Tsleep.

III. ENERGY MINIMIZATION FOR CENTRALIZED
SCHEDULING

In this section, the determination of a transmission sched-
ule for each M2M node during a cycle is formulated as an
optimization problem, which is called energy minimization
problem. The energy minimization problem arranges the
transmission time and types of sensed data for each M2M
node so that the energy consumption can be minimized
and the time constraints for all types of sensed data are
satisfied. In the following, we first describe our assumptions
and reintroduce the notations. Section III-B provides the
ILP formulation. Section III-C proves that the energy

minimization problem is NP-hard. Section III-D proposes
a greedy scheduling algorithm to approximate the solution
of the ILP.

A. Assumptions and Notations

For the sake of simplicity, we assume the same sizes
for sensed data regardless of their types, and the fixed
transmission rates for M2M nodes. Thus, the minimization
of the energy consumption for M2M nodes is transformed
to the minimization of the amount of transmitted data, and
the amount of transmitted data can be minimized through
minimizing the number of transmission units assigned in a
transmission schedule.

For the convenience of discussion, we reintroduce the
notations as follows:

• N : the number of types of sensed data to be collected
in the SR.

• L: the number of transmission units in a cycle.
• M : the number of M2M nodes in the SR.
• i: the index of types, where 1 ≤ i ≤ N .
• j: the index of transmission units within a cycle, where

1 ≤ j ≤ L.
• k: the index of M2M nodes, where 1 ≤ k ≤M .
• xi,j,k: the binary variable defined by

xi,j,k =


1, if nk transmits type i sensed data at

the jth transmission unit within a cycle;
0, otherwise.

(4)

B. ILP Formulation

We use the ILP to model the energy minimization
problem. The ILP formulation can find the optimal solution
for the energy minimization problem, i.e., the optimal
transmission schedule for each M2M node during a cycle.
Our ILP formulation is described as follows.

The objective function of the ILP formulation is given
as

min
M∑
k=1

L∑
j=1

N∑
i=1

xi,j,k (5)

subject to: ∑
k:1∈Sk

x1,j,k ≥ 1, ∀j ∈ {1, 2, ..., L} (6.1)

∑
k:2∈Sk

a2−1∑
l=0

x2,j+l,k ≥ 1,

∀j ∈ {1, 1 + a2, 1 + 2a2, · · · , L− a2 + 1} (6.2)

∑
k:3∈Sk

a3−1∑
l=0

x3,j+l,k ≥ 1,

∀j ∈ {1, 1 + a3, 1 + 2a3, · · · , L− a3 + 1} (6.3)
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...∑
k:N∈Sk

aN−1∑
l=0

xN,j+l,k ≥ 1,

∀j ∈ {1, 1 + aN , 1 + 2aN , · · · , L− aN + 1} (6.N)

xi,j,k ∈ {0, 1} (7)

In the objective function (5),
∑L

j=1

∑N
i=1 xi,j,k means

the number of transmission units assigned to the M2M
node nk in a cycle, and

∑M
k=1

∑L
j=1

∑N
i=1 xi,j,k is the

total transmission units assigned to all M2M nodes during
a cycle. The objective function (5), which minimizes the
total transmission units, can minimize the total energy
consumption due to that the transmission rate and the
sensed data size are all fixed. The inequality constraints
(6.1), (6.2), (6.3), ..., (6.N) ensure that at least one valid
sensed data is transmitted to the M2M gateway for each
type of MP. For example, the constraint (6.1) ensures that
for each MP for type 1 whose length is one transmission
unit, at least one valid type 1 sensed data is received by
the M2M gateway from those M2M nodes which have
the type 1 sensors. Furthermore, the ILP formulation has
complexity O(2M+N+L) which is hard to computed in a
short period of time.

C. Problem Complexity

Theorem 1. The energy minimization problem is NP-hard.

Proof: We prove that the energy minimization problem
is NP-hard by reduction from the set-covering problem,
which is a well-known NP-hard problem [25]. The set-
covering problem is described as follows. Let F denote a
set of finite elements and H = {H1,H2, ...,Hn}, where
Hi (1 ≤ i ≤ n) is a set containing finite elements in
F. The union of H1,H2, ...,Hn forms F. From [25], the
set-covering problem is to find a subset H′ ⊆ H covering
all elements in F with the minimum set size (i.e., |H′| is
minimum).

Consider an energy minimization problem instance
(M, S) consisting of a finite set of M2M nodes M =
{n1, n2, ..., nM} and a sensing set S = {1, 2, 3, ..., N}. We
replace every nk ∈M with its sensing set Sk and let the set
S̃ = {S1, S2, ...,SM}, where a sensing set Sk (1 ≤ k ≤M )
contains the the types of sensing data that the M2M node
nk can collect. Thus, S =

∪M
k=1 Sk. We then consider (S, S̃)

as an instance of the set-covering problem. Therefore, the
energy minimization problem is also NP-hard.

D. Greedy Scheduling Algorithm

To approximate the solution to the ILP formulation, we
here propose a greedy scheduling algorithm with polyno-
mial time complexity as shown in Algorithm 2. The greedy
scheduling algorithm is executed by the M2M gateway at
the beginning of every cycle to generate the transmission
schedule for M2M nodes. The M2M gateway transmits this

schedule immediately, so all M2M nodes must wake up at
the beginning of each cycle. In a cycle, the sensed data of
each single type will not be transmitted by more than two
M2M nodes. In other words, for a single type, the M2M
gateway assigns transmission units to a single M2M node
according to the corresponding MP.

In Algorithm 2, the input is the set S̃ = {S1, S2, ...,SM}.
The algorithm picks an M2M node nk whose Sk covers
the most uncovered types (see Line 7), and assigns a set
S′k ⊆ Sk for nk (see Line 8), where S′k is the set containing
the types of sensed data assigned to nk during a cycle.
Then, it adds S′k into the solution set S̃′ (see Line 10).
Finally, when all types in S is covered by the union of the
sets in S̃′, the algorithm terminates and outputs the solution
set S̃′.

Algorithm 2: Greedy
Input: A set of sensing sets S̃ = {S1, S2, ..., SM}
Output: A subset S̃′ of S̃ whose elements cover the

sensing set S
1 S̃′ ← ∅;
2 S̃c ← ∅;
3 for k = 1 to M do
4 S′k ← ∅;
5 end
6 while S̃c ̸= S do
7 select an Sk ∈ S̃ to maximize |Sk ∩ (S− S̃c)|;
8 S′k ← Sk ∩ (S− S̃c);
9 S̃c ← S̃c ∪ S′k;

10 S̃′ ← S̃′ ∪ {S′k};
11 end

IV. PERFORMANCE EVALUATION

In this section, we compare the performances for the
ILP and greedy approaches in terms of time cost and sizes
of solution sets. Then, we investigate the effects of M2M
node mobility on the ECR and EDR mechanisms through
discrete-event driven simulation (that has been widely used
in wireless networks studies [26], [27]).

A. Performance on ILP and Greedy Approach

We use a binary matrix with M rows and N columns
to denote the problem instance mentioned in Section III-C,
where M and N are the number of M2M nodes in an SR
and the number of types of sensed data to be collected,
respectively. We do not take the mobility of M2M nodes
into consideration in this subsection and will discuss it in
the next subsection. The entry row k, column i in the matrix
is set to “1” if the M2M node nk can collect the type i
sensed data. Otherwise, the entry is set to “0”. In other
words, row k in the matrix denotes the sensing set of nk

for 1 ≤ k ≤M .
Considering each combination of the values of M and

N , we randomly generate 100 independent binary matrices
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M 100
N 10 20 50 100

MILP 1.87 2.00 2.98 3.76
Mgreedy 1.87 2.05 2.99 3.96
TILP 0.883000 1.230700 50.009700 144.87
Tgreedy 0.000135 0.000194 0.000453 0.001

(a) 100 M2M nodes

M 200
N 10 20 50 100

MILP 1.88 2.00 2.97 3.18
Mgreedy 1.88 2.00 3.00 3.86
TILP 3.877200 5.681700 442.9498 3379.8
Tgreedy 0.000159 0.000202 0.000497 0.0011

(b) 200 M2M nodes

TABLE I
COMPARISON BETWEEN MATLAB ILP SOLVER AND GREEDY

ALGORITHM

(i.e., problem instances) by a discrete uniform distribution.
Then we solve these problem instances by MATLAB ILP
solver and the greedy algorithm on a desktop with a
3.0GHz quad-core processor, respectively. The results are
shown in Table I. Let MILP and Mgreedy be the average
number of M2M nodes in the solution set by MATLAB
ILP solver and the greedy algorithm, respectively. Let TILP

and Tgreedy be the average elapsed time for solving the
problem instance by MATLAB ILP solver and the greedy
algorithm, respectively. As shown in Table I, the relative
errors increase with M and N . Furthermore, the elapsed
time for solving the ILP drastically increases with N . For
example, the time for MATLAB ILP solver to solve the
problem instance with M = 200 and N = 100 is 3379.8
seconds, which is much larger than 0.0011 seconds, i.e., the
time for the greedy algorithm to solve the problem instance.

B. Simulation Experiments

In this section, we develop simulation experiments to
investigate mobility effects of M2M nodes on the proposed
reporting mechanisms. We apply the arrivals and departures
of M2M nodes in an SR to simulate movements of M2M
nodes.

We assume that the inter-arrival time for M2M nodes is
Gamma distributed with mean 1/λ, and the SR residence
time is Gamma distributed with mean 1/η. The Gamma dis-
tribution is selected because it can be used to approximate
many other distributions [28]. We use different variances
of the Gamma distribution to represent the dynamic of
M2M nodes’ moving patterns. The variances of inter-arrival
time and SR residence time are denoted by vλ and vη,
respectively. In our simulation experiment, the smallest time
unit is a transmission unit.

We generate two problem instances with 20 M2M nodes
and 5 types of sensed data, which are binary matrices

with 20 rows and 5 columns. In problem instance 1, each
M2M node has the same capability, i.e., each M2M node
can sense all the five types of sensed data. In problem
instance 2, the binary matrix is generated randomly by the
uniform distribution. We assume θ1 = 1, θ2 = 2, θ3 = 3,
θ4 = 4, and θ5 = 5. Thus, the length of a cycle is 60
transmission units.

Two output measures, the real-time monitoring proba-
bility Pr and the power saving probability Ps, are defined
as

Pr =

∑N
i=1 Pr,i

N
,

where

Pr,i =Pr[the M2M gateway receives at least one valid
type i sensed data in an MP],

and

Ps = lim
t→∞

Pr[an M2M node is in sleep mode at time t].

We study Pr and Ps on different input parameters (i.e., λ
and η) as follows.

1) Effects of M2M Node Arrival Rate λ: Figure 4
and Figure 5 study the effects of λ on Pr and Ps for
problem instance 1 and problem instance 2, respectively.
In Figure 4(a), we can observe that Pr for EDR does
not decrease too much when 1/λ increases since there are
always M2M nodes to transmit sensed data. However, there
are more M2M nodes stay in active mode in the EDR
than that in the ECR. In Figure 4(b), it can be observed
that Ps for EDR is lower than Ps for ECR since the EDR
improves Pr by slightly raising the number of redundant
transmissions.
Pr and Ps for ECR in Figure 4 are slightly better than

those in Figure 5 since M2M nodes in problem instance 1
can sense all the types of sensed data. In both figures, vλ
just slightly affects Pr and Ps.

In Figure 4(a) and Figure 5(a), we observe that Pr for
ECR stays stable, i.e., 75%, since the M2M gateway can
always find some M2M nodes to send the sensed data. The
reason that Pr for ECR cannot exceed 80% is the cycle
length. In this experiment, the cycle length is set to 60
transmission units, the least common multiple of lengths of
all MPs, which is close to the region residence time, 1/η.
In such situation, the assigned M2M node may leave the
region before a cycle ends that leads to the M2M gateway
does not receive valid sensed data in some MPs.

On the other hand, Figure 4(b) and Figure 5(b) show
the effects of 1/λ and vλ on Ps for ECR. vλ and 1/λ do
not affect Ps for ECR too much. There is only slightly
degradation when 1/λ and vλ increase.

2) Effects of SR Residence Time 1/η: Figure 6 and
Figure 7 illustrate the effects of η on Pr and Ps for ECR
for problem instance 1 and problem instance 2, respectively.
Figure 6 shows the effects of η on Pr and Ps for ECR and
EDR, where 1/λ = 100, K = 4, A = 1, and ρ = 0.4.
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Fig. 4. Effects of λ on Pr and Ps for ECR and EDR in problem instance
1, where 1/η = 100, K = 4, A = 1, and ρ = 0.4.
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Fig. 5. Effects of λ on Pr and Ps for ECR and EDR in problem instance
2, where 1/η = 100, K = 4, A = 1, and ρ = 0.4.

In Figure 6(a), the effects of η on Pr for EDR are much
smaller than that for ECR since the situation that assigned
M2M nodes leave the SR does not happen in the distributed
scheduling. On the other hand, Ps for EDR is lower than
that for ECR since the number of M2M nodes stay in the
active mode in for ECR is always smaller.

It can be observed that Pr and Ps for ECR increase
with 1/η since the network is more like a static sensor
network when the M2M nodes stay longer in an SR. When
vη becomes larger, the possibility that M2M nodes stay
in an SR for a longer time is higher. Thus, Pr for ECR
approaches to 100% since each M2M node can sense all
the types of sensed data. However, when vη is small, the
residence time an M2M node spends in an SR is close
to 1/η which is much smaller than the residence time for

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Pr

100 200 300 400 500

1/η

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

..

.

.

.

..

.

.

.

..

.

..

.

.

.

.

..

.

.

.

..

.

..

.

.

..
..
..
..

..
..
..
..
..
..
.

..
..
..
..
...
..

..
..
..
...
..
..

...
...
...
...
.

...
...
...
....

....
....
....
.

.....
......
..

.....
......
..

.......
......

......
.......

........
..

⋆

⋆

⋆

⋆
⋆

⋆
⋆ ⋆ ⋆ ⋆

....
.....
....

....
.....
....

..........
...

.............
............. ............. ............. ............. ............. ............. ............. ............. ............. .............

⋄
⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄

.....................................................................................................................................................................................................................................................................................................................................................................

⋆
⋆

⋆
⋆

⋆
⋆

⋆
⋆ ⋆ ⋆

........................................................................................................................................................................................................................................................................................................................................................

⋄
⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄

Dash lines: ECR

Solid lines: EDR

⋆: vη = 0.1/η2

⋄: vη = 1000/η2

(a)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Ps

100 200 300 400 500

1/η

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..
..
.

..
..
..
..
..
.
..

..
..
..
.
..
..
..

..
..
..
..
..
..
.

...
...
...
...
.

...
..
...
...
..

....
....
....
.

.....
.....
...

.....
.....
...

......
......
.

.....
........

........
.....

⋆

⋆

⋆

⋆

⋆
⋆

⋆ ⋆ ⋆ ⋆

..
..
..
..
..
..
.

.

..
..
..
..
..
..

..
....
...
...
.

...
...
...
....

....
......
...

......
.......

........
.....

.............
.............

.............
............. ............. ............. ............. ....

⋄

⋄
⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄

.

.

.

..

.

.

.

.

.

..

.

.

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

.

..

.

...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
....
....
...
...
....
...
....
...
...
....
...
......
......
.....
......
.....
......
.......
........
........
........
........
...........
...........
............
.............
................

................
..................

.................
........................

...................

⋆

⋆

⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

.......
.........
..........
.........
...........................................

..........................
......................................................................................................................................................................

........................................................................

⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄ ⋄

Dash lines: ECR

Solid lines: EDR

⋆: vη = 0.1/η2

⋄: vη = 1000/η2

(b)

Fig. 6. Effects of η on Pr and Ps for ECR and EDR in problem instance
1, where 1/λ = 100, K = 4, A = 1, and ρ = 0.4.
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Fig. 7. Effects of η on Pr and Ps for ECR and EDR in problem instance
2, where 1/λ = 100, K = 4, A = 1, and ρ = 0.4.

larger vη.

V. CONCLUSIONS

To deal with the energy-validity tradeoff for the real-
time monitoring applications in M2M communications
networks, we proposed the Energy-efficient Centralized
Reporting (ECR) mechanism, and the Energy-efficient Dis-
tributed Reporting (EDR) mechanism. In ECR, the energy-
validity tradeoff is transformed to the energy minimization
problem, and formulated by the ILP. We prove that the
energy minimization problem is NP-hard. Then, we propose
a low-complexity greedy scheduling algorithm to solve the
ILP approximately. In EDR, the threshold-based dynamic
sleeping adjustment (TDSA) algorithm is proposed for the
M2M node to adjust its sleeping period in a distributed
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fashion. The M2M node can transmit the valid sensed data
more efficiently while mitigating the power consumption.
Simulation experiments were developed to investigate the
Pr and Ps for two proposed mechanisms, ECR and EDR.
Our study shows that ECR and EDR both have good Ps

performance (i.e., both ECR and EDR can save energy
well), and the Pr performance of EDR outperforms that
of ECR when M2M nodes are moving dynamically.
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