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Abstract—Recently, eHealth systems have replaced paper based
medical system due to its prominent features of convenience and
accuracy. Also, since the medical data can be stored on any kind of
digital devices, people can easily obtain medical services at any time
and any place. However, privacy concern over patient medical data
draws an increasing attention. In the current eHealth networks,
patients are assigned multiple attributes which directly reflect
their symptoms, undergoing treatments, etc. Those life-threatened
attributes need to be verified by an authorized medical facilities,
such as hospitals and clinics. When there is a need for medical
services, patients have to be authenticated by showing their identi-
ties and the corresponding attributes in order to take appropriate
healthcare actions. However, directly disclosing those attributes for
verification may expose real identities. Therefore, existing eHealth
systems fail to preserve patients’ private attribute information while
maintaining original functionalities of medical services. To solve this
dilemma, we propose a framework called PAAS which leverages
users’ verifiable attributes to authenticate users in eHealth systems
while preserving their privacy issues. In our system, instead of
letting centralized infrastructures take care of authentication, our
scheme only involves two end users. We also offer authentication
strategies with progressive privacy requirements among patients
or between patients and physicians. Based on the security and
efficiency analysis, we show our framework is better than existing
eHealth systems in terms of privacy preservation and practicality.

Index Terms—Authentication, non-interactive zero-knowledge
proof, non-interactive witness-indistinguishable, homomorphic en-
cryption

I. INTRODUCTION

The widely deployed electronic health (eHealth) system has
changed people’s daily life other than traditional paper based
system for its extraordinary advantages, such as more efficiency,
high accuracy and broader availability. However, privacy concern
is arguably the major barrier that hinders the development of
electronic health record (EHR) stored in a public storage with
direct connection to a network. For most eHealth systems,
physicians periodically upload their observations and diagnosis
to one particular storage, where protected health information
(PHI) is seamlessly bound to the real identity of a specific
patient. When physicians are authorized, they can easily obtain
both the real identity and designated diseases of a particular
patient, which apparently discloses the patient’s privacy. To some
extent, patients are reluctant to contact a doctor or a medical
facility based on the real identities, instead, they prefer to show
a token which can represent their diseases or other attributes
rather than exposing real identities, and physicians can treat them
using the token only. This perfect solution leads us to separate
attributes from identity, which brings several open problems
related to the system architecture. First, if the authentication
process takes place on a centralized authority, even if the identity
is isolated from the corresponding attributes, we still need to
disclose certain information regarding the relationship between

attributes and identity to the authority for verification, so that the
centralized authority can process requests and grant privileges
to the designated user. On the other hand, if users directly
communicate without the help of a central authority, we can
guarantee that the privacy issues related to attributes are well
preserved. However, purely relying on the distributed users’
attributes cannot fulfill the requirement of verifiability of the
isolated attributes. In a word, existing eHealth systems lack the
ability to satisfy the requirements of preserving the privacy and
the verifiability of the corresponding attributes simultaneously.
As a result, patients face those security breaches and authentic
verification problems when they share the same situation and
want to talk with each other via cyber-space. Furthermore, those
kinds of concerns become the major barrier that impedes patients
from easily communicating [1]. Thus, there is an urgent need
for designing a framework where users can authenticate each
other using verifiable attributes while keeping their attributes and
identities undisclosed.

Related Works: To deal with the potential risks of privacy
exposure, several eHealth systems [2]–[4] let patients encrypt
their personal health record (PHR) before storing it on the central
authority. Although the encrypted PHR prohibits the centralized
facility from obtaining the information, it still faces the prob-
lem of data verifiability. Since most of those PHRs are vital,
physicians cannot accept or utilize the records without an official
verification. On the other hand, it seems easy to implement
the verification process for the eHealth systems. However, it is
obvious that we must directly show the record itself and the
corresponding identity to get the PHR verified, all of which bring
security breaches to patients. In recent research works on social
networks, several possible solutions have been proposed to utilize
attributes for authentication without revealing attributes them-
selves. Similarly, their proposed systems lack the functionality
of verifiability. The most relevant work is Li. et al. [5] which
considers a privacy-preserving personal profile matching scheme
for mobile social networks, which implements secure multi-party
computation based on polynomial secret sharing. Their scheme
is fully distributed, where users share their attributes among a
group of valid users using Shamir secret sharing scheme. Also,
in [6], they design a secure friend discovery scheme based on
secure dot product protocol by using homomorphic encryption.
Multiple papers [7]–[9] address the problem of secure private
set intersection (PSI), which is related to the highest privacy
level in our proposed system. However, none of them considers
the verifiability of the private set, which is the major difference
compared to our work. More specifically, their schemes deviate
from our design goals due to attributes in the eHealth systems are
crucial for patients and needed to be verified before taking any
further action. For the centralized model, Eagle and Pentland [10]
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describe social serendipity to perform matching in mobile social
networks, which purely relies on the centralized server. It faces
the security breaches of privacy leakage and collusion attacks.
In [11], Manweiler. et al. propose a novel trust establishment
scheme for location-based service, which takes advantage of the
location and time information as the key between strangers for
recovering potential connections. Their scheme enables people
who share the same location and time to reestablish missing
connections. However, it has the limitation that the relationship
is only relying on the space and time, which is not strongly
convincing. Also, since patients in eHealth systems mostly care
about their attributes and identity privacy, it is infeasible to
render all PHRs to a centralized facility for verification. Thus,
none of the above systems satisfies the verifiability and privacy
preservation at the same time. The first work of non-interactive
zero-knowledge was introduced by Blum et al. in [12]. Our
scheme employs the non-interactive proof system for bilinear
pairing in [13] which has been used for several applications in
[14]–[16]. On the other hand, several works regarding attribute-
based encryption (ABE) discuss the authentication schemes
in [17]–[19]. However, we cannot apply traditional encryption
schemes that use shared secret to authenticate strangers. In most
attribute-based encryption schemes, the key distribution center
is responsible for distributing public/private key pairs based on
each individual’s attributes and corresponding structure. If they
are in the same attribute group, they may mutually authenticate
each other. However, in our proposed scenario, patients need to
prove to physicians or hospitals that they have a specific disease.
Since patients will not share identical attributes with physicians
and cannot be verified by using the corresponding secret keys.
Furthermore, patients will not expose their sensitive attributes
and values for verification, which is also the main factor that the
public key cryptosystem will not work.

Our Contributions: In this paper, we design a distributed
system for the privacy-preserving authentication among users
in eHealth networks. Rather than the conventional approaches
which leverage identities to authenticate, our system takes ad-
vantage of verifiable attributes to authenticate users without
revealing the detail of attributes. The major contribution of this
paper is to design a system which simultaneously solves the
dilemma: maintaining the privacy and verifiability of attributes of
each user (physicians/patients). We offer authentication schemes
for four progressive privacy levels for satisfying users’ increasing
privacy requirements, all of which enable the secure commu-
nication between patients and physicians without disclosing
identities. Our scheme can prevent common attacks identified in
eHealth systems. The experimental results show the feasibility
and efficiency of our proposed scheme in detail.

The remainder of this paper is organized as follows. Section
II introduces preliminary knowledge of some cryptographic
techniques that we use in our system. We describe the system and
adversary model in Section III, along with the security objective.
The proposed scheme PAAS is presented in detail in Section
IV, followed by the performance analysis in Section V. Finally,
Section VI concludes the paper.

II. PRELIMINARIES

A. Bilinear Pairing

Bilinear pairing operations are performed on elliptic curves
[20]. Let 𝐺1 and 𝐺2 be groups of the same prime order 𝑝.
Discrete logarithm problem (DLP) is assumed to be hard in
both 𝐺1 and 𝐺2. Let 𝑃 denote a random generator of 𝐺1 and

𝑒 : 𝐺1×𝐺1 → 𝐺2 denote a bilinear map constructed by modified
Weil or Tate pairing with the following properties:

1) Bilinear: 𝑒(𝑎𝑃, 𝑏𝑄) = 𝑒(𝑃,𝑄)𝑎𝑏, ∀𝑃,𝑄 ∈ 𝐺1 and ∀𝑎, 𝑏 ∈
𝑍∗𝑝 , where 𝑍∗𝑝 denotes the multiplicative group of 𝑍𝑝, the
integers modulo 𝑝. In particular, 𝑍∗𝑝 = {𝑥 ∣ 1 ≤ 𝑥 ≤ 𝑝−1}.

2) Non-degenerate: ∃𝑃,𝑄 ∈ 𝐺1 such that 𝑒(𝑃,𝑄) ∕= 1.
3) Computable: there exists an efficient algorithm to compute

𝑒(𝑃,𝑄), ∀𝑃,𝑄 ∈ 𝐺1.
Bilinear pairing is the basic operation in the identity-based

cryptosystem, the non-interactive witness-indistinguishable
(NIWI) and zero-knowledge proofs (NIZK), all of which are
used as the fundamental techniques in our scheme.

B. NIWI and NIZK proof

We apply part of the non-interactive proof system in [13],
which gives a formal definition for both non-interactive witness-
indistinguishable and zero-knowledge proof. We define ℛ as a
computable ternary relation. Given a tuple (𝑐𝑟𝑠, 𝑛, 𝑤) ∈ ℛ, we
call 𝑐𝑟𝑠 as the common reference string, 𝑛 as the statement that
we need to prove and 𝑤 the witness. Note we also use ℒ to
denote the language consisting of statements in ℛ. Suppose ℛ
consists of three polynomial time algorithms (𝒦,𝒫,𝒱), where
𝒦 is 𝑐𝑟𝑠 generation algorithm, 𝒫 and 𝒱 are prover and verifier,
respectively. 𝒫 takes a tuple (𝑐𝑟𝑠, 𝑛, 𝑤) as input and output
a proof 𝜋, while 𝒱(𝑐𝑟𝑠, 𝜋, 𝑛) will output 1 if the proof is
acceptable and 0 if not acceptable. The proof system (𝒦,𝒫,𝒱)
should satisfy completeness and soundness properties, where
completeness denotes if the statement is true, an honest verifier is
convinced of this fact by an honest prover, and soundness shows
that if the statement is false, and cheating prover can convince
the honest verifier that is true with a negligible probability. For
NIWI, we require no adversary can distinguish the real 𝑐𝑟𝑠
and simulated 𝑐𝑟𝑠, while adversaries cannot distinguish which
witness the prover uses. For zero-knowledge, we require no
verifier obtain additional information other than the fact that the
statement is true.

III. SYSTEM MODEL

A. Overview

We first give a brief overview to our proposed system. The
main design goal of PAAS is to establish the authentication
system in eHealth networks, which leverages the verifiable
attributes to authenticate both physicians and patients without
compromising each individual’s privacy. Apart from schemes
that purely rely on the identity, we first define the attribute-
based authentication system which simultaneously satisfies the
needs of verifiability and privacy-preserving in eHealth networks.
Based on different scenarios in the eHealth systems, we show
the progressive privacy levels that our system could achieve.
As shown in Fig. 1, our system mainly consists of a trust
authority (TA) which is responsible for key distribution for
users (physicians and patients), a semi-trusted registration center
(RC) used to generate and issue credential based on users’
attributes in the system. To some extent, TA performs like a
government health administration which should be fully trusted,
while RC can be hospitals or clinics with certain qualification
certified by TA. During the protocol run, RC checks physi-
cians’ professionals and issues the corresponding credentials to
physicians. Users in different colors in Fig. 1 represent distinct
patients in eHealth networks in a distributed manner, and they
periodically interact with physicians and obtain credentials or
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certificates based changed attribute values from RC, such as
current symptoms, past medical history, undergoing treatment,
etc. For each end user, he/she can either use mobile devices
or desktops for the interactions in the networks. Patients can
use the pre-assigned pseudonyms to anonymously prove their
attributes to communicate with each other and obtain medical
services based on the diseases rather than real identities, while
physicians can prove their professional skills without showing
credentials. We assume users can communicate with each other
via wired/wireless links. For simplicity, we also assume that
users stay in the transmission range of each other when they
use wireless links for communication.

Trust Authority
Hospital 

(Registration Center)

Bulletin Board 

Credential & Certificate Issue
Medical Data Report
Patient-Patient Interaction
Inquiry and Diagnosis
Key Distribution

Fig. 1. System Model

B. Security Objective

1) Security Requirements and Assumptions: Our main secu-
rity objective is to preserve the privacy of each user’s identity
and attributes. First, we assume that user’s attribute set can
uniquely identify a particular user, such that we cannot reveal
user’s attribute in plaintext form during the protocol run. Also,
since users use credentials of attributes to authenticate each
other, we require the credential of each attribute should be kept
undisclosed. Second, our system should be secure under tracing
attacks launched by adversaries, which means the information
used for verification from the same user in different queries
should remain indistinguishable. Otherwise, it is easy for ad-
versary, or even a benign user to trace one particular user. We
also make several assumptions which perform like basic building
blocks for our proposed system. According to the restrictions and
laws, like HIPPA, we forbid physicians and hospitals to distribute
PHRs to any unauthorized user. In terms of privacy concerns,
patients in our system obtain medical diagnoses based on each
attribute provided by patients rather than real identity. Thus,
patients can choose pseudonyms to communicate with physicians
and/or patients in order to avoid being traced.

2) Privacy Levels: We define four levels of privacy which
may potentially satisfy different application scenarios during the
interactions in eHealth networks. Note that our four privacy
levels model has the progressive property where a higher level of
privacy discloses less information but incurs more computation
costs, and lower privacy level leaks more details but may be
efficient, respectively. However, all of the privacy levels in our
framework will provide anonymity and untraceability for users
in the system.

Privacy Level 0 (PAAS0): We are defining the most intuitive
level of privacy which only requires physicians to show the
validity of their professional qualifications on an untrusted third
party platform (i.e., social networks). Doctors may want to

convince anonymous patients that what they said or suggested
is true, but do not want to reveal their credentials or identities
in the cyber space. Otherwise, adversaries may impersonate
the doctors by using their credentials. Respectively, patients
also prefer to use pseudonyms to show their attribute set of
a particular disease, where physicians can take turns to verify
that the patient indeed faces the illness rather than stealing
the remedy. Therefore, PAAS0 requires everyone can verify the
validity of the attribute credentials without compromising the
privacy of users (physicians or patients).

Privacy Level 1 (PAAS1): Other than verifying the validity of
the corresponding attribute credentials, we take a step further to
check the value of users’ attribute. To some extent, the value of
each attribute is a more severe privacy related issue rather than
verifiable attributes. For example, to obtain information that Dr.
Frank is with the department of internal medicine in Shands
hospital at University of Florida will leak less privacy than to
know he is a cardiologist in that hospital, where cardiologist
is a specific value of an attribute on “affiliation”. In addition to
verifying the validity of attributes, we need the verification of the
value of an attribute in the authentication process in the following
privacy levels. In PAAS1, users do not care about revealing
several kinds of information which is meaningless if it is not
associated with real identities. For instance, an AIDS assistant
organization provides services but requires a patient’s attribute
value to satisfy the organization’s requirements. Apparently, few
patients want to expose the real identities to obtain the services,
while PAAS1 satisfies the corresponding conditions and could
guarantee the organization can only verify patients’ credentials
and the value of attributes other than identifying real identities.

Privacy Level 2 (PAAS2): In what follows, we consider the
interaction between two patients. Patients may want to share
some information concerning their diseases to patients who have
the same symptoms, but strictly prohibit other patients to know
in detail [21]. Once they learn each other’s identical attribute
values, they can directly communicate to share certain informa-
tion. Thus, we need to provide privacy-preserving authentication
schemes based on patients’ identical attribute values. Rather
than the possibility of leaking several “meaningless” information
from the patient side in PAAS1, PAAS2 requires patients only
reveal the same attribute values to the other users and disclose
nothing if two compared attribute values are not identical, in
the sense that patients can authenticate each other based on their
holding the same verified attribute values while maintaining other
attributes undisclosed. When the protocol ends, patient 𝐴 and
𝐵 will only mutually learn the intersection set between them:
ℳ𝐴𝐵 = 𝒮∗𝐴

∩𝒮∗𝐵 , where 𝒮∗𝐴 ⊆ 𝒮𝐴 denotes the subset of
whole attribute set of 𝐴. Note that if attributes are Boolean data
type, such as the gender, there is no way to prevent the verifier
from learning the prover’s values of those attributes even if the
verification process fails. Thus, we take advantage of several
common data types other than Boolean types, i.e., strings and
integers.

Privacy Level 3 (PAAS3): For higher security and privacy
requirements, PAAS3 requires all of patients’ attribute values
used for authentication should not be revealed to anyone else.
Different from the scenario presented in PAAS2, we require that
two patients may only know the cardinality of the intersection
set of shared attributes. Taking patient 𝐴 and 𝐵 as an example,
both 𝐴 and 𝐵 only learn the size of the intersection set:
𝑚𝐴𝐵 = ∣𝒮∗𝐴

∩𝒮∗𝐵 ∣, where ∣𝒮∣ denotes the cardinality of set
𝒮. Apparently, we cannot compare each attribute value one by
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one. Otherwise, it turns out to be the same privacy level as in
PAAS2. Instead, we design a verifiable attribute sets comparison
protocol for PAAS3 between patients, which only returns the
cardinality of intersection set and keeps each of attribute values
undisclosed.

C. Adversary Model

We consider various types of adversaries which may launch
passive or active attacks to our system. For active attacks,
adversaries can launch impersonation attacks to compromise
the privacy of both physicians and patients. Also, since our
framework can be deployed in a wireless network, an adversary
may eavesdrop the communication channels or modify and inject
bogus data during the transmissions. On the other hand, it is
possible for any kind of user (malicious or benign) to trace
back users’ real identities, in the sense that attackers may launch
active attacks to the identity based on the attribute comparison
results. We also need to guarantee the untraceability for any
user during the protocol run. Furthermore, we are also concerned
with the collusion attack among a group of malicious users or
even between RC and malicious users. Since the semi-trusted
RC, which is curious but honest, has all credentials it issues, it
will largely deteriorate the privacy level if this kind of collusion
attacks cannot be thwarted. We will not consider the possibility
of sharing secret with others, since this type of active attacks
cannot be prevented in most systems.

IV. PROPOSED SCHEME

In this section, we introduce our framework for privacy-
preserving authentication in detail. Based on the assumptions
and definitions in the previous sections, we first give a formal
non-interactive proof system used in this paper and present the
progressive privacy levels according to the proposed system
architecture.

A. Non-Interactive Proof System

We implement the non-interactive proof system proposed by
Groth and Sahai [13], which is an efficient system for bilinear
groups. However, their work is based on general cases for
bilinear pairing without considering the scenarios in eHealth
system. Thus, we give a brief introduction to the system that
fits our scenarios.

1) Setup: As in previous section, assume that we have a
bilinear map 𝑒 : 𝐺1×𝐺1 → 𝐺2. With entry-wise multiplication,
we can get the 𝑍𝑝-modules 𝑀1 = 𝐺3

1, in which we define
another bilinear map 𝑒 : 𝑀1 ×𝑀1 → 𝑀2. Note our system is
based on the decision linear assumption introduced by Boneh et
al. in [22] stating that given three random generators 𝑓, ℎ, 𝑔 ∈ 𝐺1

and 𝑓𝑟, ℎ𝑠, 𝑔𝑡, it is hard to distinguish the case 𝑡 = 𝑟 + 𝑠 from
𝑡 random. In the main design of our system, we use the module
𝑀2 = 𝐺6

2 given by entry-wise multiplication. The symmetric
bilinear map 𝑒6 : 𝐺

3
1 ×𝐺3

1 → 𝐺6
2 is given by

𝑒6

((
𝑎
𝑏
𝑐

)
,

(
𝑥
𝑦
𝑧

))
→
(
𝑒(𝑎, 𝑥) 𝑒(𝑎, 𝑦)𝑒(𝑏, 𝑥) 𝑒(𝑎, 𝑧)𝑒(𝑐, 𝑥)
0 𝑒(𝑏, 𝑦) 𝑒(𝑏, 𝑧)𝑒(𝑐, 𝑦)
0 0 𝑒(𝑐, 𝑧)

)

Lemma 1 [13]: Define a map 𝜇 : 𝑍9
𝑝 → 𝑀2, ∀𝑢1, 𝑢2, 𝑢3 ∈

𝑀1, ∃𝜌11, 𝜌12, ..., 𝜌33 ∈ 𝑍9
𝑝 and 𝑡1, ..., 𝑡𝐻 ∈ 𝑍𝑝, such that∏3

𝑖=1

∏3
𝑗=1 𝑒6(𝑢𝑖, 𝑢𝑗)

𝜌𝑖𝑗 = 1, where 𝜌𝑖𝑗 =
∑𝐻

ℎ=1 𝑡ℎ𝜂ℎ𝑖𝑗 and
𝜂ℎ𝑖𝑗 ∈ 𝑍𝑝.

For perfect soundness of the NIWI and NIZK proof, the
common reference string and simulated reference strings must be

computationally indistinguishable, so we also have 𝜇(𝜂ℎ) = 1 for
all 𝜂ℎ ∈ 𝑍9

𝑝 and 𝜂ℎ𝑖𝑗 ∈ 𝜂ℎ performs as the basis for generating
the kernel of 𝜇.

2) Proof Generation: We will use NIWI and NIZK together
and/or separately based on different scenarios in our framework.
Note that NIWI proof tries to convince that the witnesses in the
statement are indistinguishable, where the verifier or adversaries
cannot locate which witness (prover) is correspond to the state-
ment, while NIZK proof represents that the statement can be
verified without exposing any other information. We denote the
credential of 𝐴’s unique attribute as 𝑥 ∈ 𝐺1, while there could
be other variables in the bilinear paring, i.e., 𝑦 ∈ 𝐺1. Suppose
𝑥 and 𝑦 can form an equation 𝑒(𝑥, 𝑦) = 𝑇 , where 𝑇 ∈ 𝐺2.
User 𝐴 uses elements in 𝑀1 and chooses random numbers in
𝑍𝑝 to generate two commitments 𝐶𝑜𝑚(𝑥) and 𝐶𝑜𝑚(𝑦). Then,
𝐴 can make the corresponding NIWI or NIZK proof 𝜋 based on
𝐶𝑜𝑚(𝑥) and 𝐶𝑜𝑚(𝑦). In our scheme, patients/physicians are
given the authority to generate unique proofs and commitments
for verification.

3) Verification: TA has a bulletin board for publishing the
common reference string (𝑐𝑟𝑠) used for every member in the
system to verify the given proofs. Given proof 𝜋𝑖, 𝐶𝑜𝑚(𝑥),
𝐶𝑜𝑚(𝑦), public parameter 𝑢𝑖 and the statement 𝑒(𝑥, 𝑦) = 𝑇 that
we are concerned with, we can set up the following verification
equation for a verifier to publicly verify the corresponding
statements or equations:

𝑒6(𝐶𝑜𝑚(𝑥𝑞), 𝐶𝑜𝑚(𝑦𝑞)) =

⎛
⎝1 1 1
0 1 1
0 0 𝑇

⎞
⎠ 3∏

𝑖=1

𝑒6(𝑢𝑖, 𝜋𝑖). (1)

If the check passes, we can learn that the variables 𝑥 and 𝑦 satisfy
the statement while ensuring that the verifier learns nothing about
𝑥 and 𝑦.

B. Privacy Level 0-PAAS0

In PAAS0, we are facing the problem of verifying the validity
of corresponding credentials issued by RC without exposing
them. Without loss of generality, we hereby list the following
steps which are implemented in all of our privacy levels.

1) Setup: TA is responsible for generating system parameters
and distributing corresponding public/private key pairs to the
valid users in the system. We list the possible procedures in
the system initiation, although several steps will not be di-
rectly implemented in this scenario. In the system setup, TA
generates system parameters (include 𝑐𝑟𝑠) and assigns the ID-
based public/private key pairs for each user in the system, and
then TA may go offline. For ease of description, we assume
that there is a secure channel between TA and any user in
the system, like SSL or TSL, which can be achieved by any
public key cryptosystems. The key generation procedures are as
follows [20]: 1) Input the security parameter 𝜉 to the system and
output parameter tuple (𝑝,𝐺1, 𝐺2, 𝑒, 𝑔,𝐻). 2) Randomly select a
domain master secret 𝜍 ∈ 𝑍∗𝑝 and calculate the domain public key
as 𝑃𝑝𝑢𝑏 = 𝜍𝑔. Then, TA publishes the domain parameters tuple
(𝑝,𝐺1, 𝐺2, 𝑒, 𝑔,𝐻, 𝑃𝑝𝑢𝑏) and maintain 𝜍 confidential, where
𝐻(⋅) is defined before as 𝐻(⋅) : {0, 1}∗ → 𝐺1, and 𝑔 is a
generator of 𝐺1. Given a specific public 𝐼𝐷 ∈ {0, 1}𝑙, the
public/private key (𝑝𝑘𝐼𝐷/𝑠𝑘𝐼𝐷) pair is 𝐻(𝐼𝐷)/𝜍𝐻(𝐼𝐷), which
are distributed by TA during the initiation process. We also
assign a bunch of collision-resistant pseudonyms for anonymous
communication. Taking user 𝐴 as an example, it will be given
a set of pseudonyms, 𝒫𝒮𝐴 = {𝑃𝑆𝜅𝐴∣1 ⩽ 𝜅 ⩽ ∣𝒫𝒮𝐴∣}. Each
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pseudonym of 𝐴 is given a set of secret keys as 𝑠𝑘𝒫𝒮𝐴
=

{𝑠𝑘𝒫𝒮𝜅
𝐴
} = {𝜍𝐴𝐻(𝒫𝒮𝜅𝐴) ∈ 𝐺1∣1 ⩽ 𝜅 ⩽ ∣𝒫𝒮𝐴∣} corresponding

to the set of pseudonyms. Note that every party can query TA
for public/private key pairs of its pseudonym set and 𝜍𝐴 ∈ 𝑍∗𝑝
is the master secret selected by TA for 𝐴.

2) CRS Generation: The above generation process out-
puts a set of parameters (𝑝,𝐺1, 𝐺2, 𝑒, 𝑔). TA randomly picks
𝛼, 𝛽, 𝑟𝑢, 𝑠𝑣 ← 𝑍∗𝑝 . Set 𝑓 = 𝑔𝛼, ℎ = 𝑔𝛽 , and generate the
𝑢𝑖 ∈ 𝑀1, which are 𝑢1 := (𝑓, 1, 𝑔), 𝑢2 := (1, ℎ, 𝑔) and
𝑢3 := (𝑓𝑟𝑢 , ℎ𝑠𝑣 , 𝑔𝑡𝑤), where 𝑡𝑤 = 𝑟𝑢 + 𝑠𝑣 . TA sets the 𝑐𝑟𝑠 as
(𝑝,𝐺1, 𝐺2, 𝑒,𝑀1,𝑀2, 𝑒, 𝑔, 𝑢1, 𝑢2, 𝑢3, 𝜂1, 𝜂2, 𝜂3) and publishes
it on the bulletin board for users to verify proofs.

3) Credential Issuance: RC applies the parameters selected
by TA, picks a random integer �̃�𝚤 ∈ 𝑍∗𝑝 for a specific class
of attribute, where 𝚤 could represents age, affiliation, gender,
etc. Once it successfully verifies the specific attributes (via the
diagnosis of physicians for patients or certification authority
for physicians), it computes the credential 𝑣𝚤 = 𝑔�̃�𝚤 ∈ 𝐺1

and 𝑒(𝑔, 𝑔) ∈ 𝐺2. The public key tuple for the verification
is (𝑔, 𝑣𝚤, 𝑒(𝑔, 𝑔)), while the secret/sign key held by RC is �̃�𝚤
corresponding to different attributes. Intuitively, users can show
their validity by presenting 𝑣𝚤. However, we cannot directly
reveal the credential 𝑣 to the public verifiers, which may incur the
impersonation attack when adversaries use credentials to show
their validity on specific attributes. For example, to prove user 𝐴
is a valid physician, we implement the certified signature scheme
in [15], [23] for the verification of valid 𝑣. RC randomly picks
group elements 𝑓, ℎ̂, 𝑧 ∈ 𝐺1, and publishes the tuple (𝑓, ℎ̂,Γ) as
the authority key to verify 𝑣, where Γ = 𝑒(𝑓, 𝑧) ∈ 𝐺2 and 𝑧 is a
secret key for RC. Then, RC picks a random number 𝑟 ∈ 𝑍𝑝 and
computes (𝑎, 𝑏) := (𝑓−𝑟, (ℎ̂ ⋅ 𝑣)𝑟 ⋅ 𝑧). Given 𝑣, everyone is able
to verify the valid credential by checking 𝑒(𝑎, ℎ̂ ⋅ 𝑣)𝑒(𝑓, 𝑏) = Γ.

4) NIWI Proof Generation: As we can see, there are only two
variables that we want to hide, 𝑣 and 𝑏. The original schemes
[15], [23] is not concerned about the revealing of the credential
𝑣, while we need to keep those checking processes continuing
without exposing the plaintext value of 𝑣. In this case, 𝐴 uses the
parameters from the published bulletin board 𝑢1, 𝑢2, 𝑢3 ∈ 𝑀1

and chooses 𝑟11, 𝑟12, 𝑟13, 𝑟21, 𝑟22, 𝑟23 ∈ 𝑍∗𝑝 to commit 𝑣 and 𝑏

as follows, 𝐶𝑜𝑚(ℎ̂ ⋅ 𝑣) := 𝑐0 := (1, 1, ℎ̂ ⋅ 𝑣)𝑢𝑟111 𝑢𝑟122 𝑢𝑟133 and
𝐶𝑜𝑚(𝑏) := 𝑑0 := (1, 1, (ℎ̂ ⋅ 𝑣)𝑟 ⋅ 𝑧)𝑢𝑟211 𝑢𝑟222 𝑢𝑟233 . Apart from
this, 𝐴 also generates a set of NIWI proofs,

𝜋𝑖 := (1, 1, 𝑓−𝑟)𝑟1𝑖(1, 1, 𝑓)𝑟2𝑖 . (2)

Then, 𝐴 sends the packet < 𝑐0, 𝑑0, 𝜋1, 𝜋2, 𝜋3 > to the public
domain for verification.

5) Public Verification: For privacy concerns, user 𝐴 may not
want to expose his/her real identity or credentials on the third
party or the public domain. As result, given the public parameters
𝑐𝑟𝑠 and (𝑓, ℎ̂,Γ), users can verify the validity of corresponding
credentials. Similar to the bilinear map 𝑒6 : 𝐺

3
1×𝐺3

1 → 𝐺6
2, we

define another bilinear map 𝑒9 : 𝐺
3
1 ×𝐺3

1 → 𝐺9
2:

𝑒9

((
𝑎
𝑏
𝑐

)
,

(
𝑥
𝑦
𝑧

))
→
(
𝑒(𝑎, 𝑥) 𝑒(𝑎, 𝑦) 𝑒(𝑎, 𝑧)
𝑒(𝑏, 𝑥) 𝑒(𝑏, 𝑦) 𝑒(𝑏, 𝑧)
𝑒(𝑐, 𝑥) 𝑒(𝑐, 𝑦) 𝑒(𝑐, 𝑧)

)
.

Users verify the validity of the corresponding credential by
checking the equality of the following equation,

𝑒9

(
𝑐0,

(
1
1

𝑓−𝑟

))
⋅ 𝑒9
(
𝑑0,

(
1
1

𝑓

))
?
=

(
1 1 1
1 1 1
1 1 Γ

)
3∏

𝑖=1

𝑒9(𝑢𝑖, 𝜋𝑖).

Lemma 2 [13]: Let 𝑀1,𝑀2 be 𝑍𝑝-modules, for all 𝑟 ∈ 𝑍𝑝,
𝑢, 𝑢′, 𝑣 ∈𝑀1, we have 𝑒(𝑢𝑟𝑢′, 𝑣) = 𝑒(𝑢, 𝑣)𝑟𝑒(𝑢′, 𝑣).

Accordingly, the left hand side of its equation can be derived
as follows,

𝐿𝐻𝑆 = 𝑒9

⎛
⎝
⎛
⎝𝑓𝑟11+𝑟𝑢𝑟13ℎ𝑟12+𝑠𝑣𝑟13

ℎ̂𝑣

⎞
⎠ ,

⎛
⎝ 1

1

𝑓−𝑟

⎞
⎠
⎞
⎠

⋅ 𝑒9

⎛
⎝
⎛
⎝𝑓𝑟11+𝑟𝑢𝑟13ℎ𝑟12+𝑠𝑣𝑟13

𝑔�̇�

⎞
⎠ ,

⎛
⎝ 1

1

𝑓−𝑟

⎞
⎠
⎞
⎠

⋅ 𝑒9

⎛
⎝
⎛
⎝𝑓𝑟21+𝑟𝑢ℎ𝑟22+𝑠𝑣

(ℎ̂𝑣)𝑟𝑧

⎞
⎠ ,

⎛
⎝11
𝑓

⎞
⎠
⎞
⎠ ⋅ 𝑒9

⎛
⎝
⎛
⎝𝑓𝑟21+𝑟𝑢ℎ𝑟22+𝑠𝑣

𝑔𝑟

⎞
⎠ ,

⎛
⎝11
𝑓

⎞
⎠
⎞
⎠

Due to the page limit, we only show the verification of the
intersection of row 3 and column 3 of the corresponding matrix,

𝐿𝐻𝑆33 = 𝑒(ℎ̂𝑣, 𝑓−𝑟)𝑒(𝑔�̇�, 𝑓−𝑟)𝑒((ℎ̂𝑣)𝑟, 𝑓)𝑒(𝑧, 𝑓)𝑒(𝑔�̇�, 𝑓)
= 𝑒(𝑧, 𝑓)𝑒(𝑔, 𝑓)𝑟−𝑟�̇�

where �̇� = 𝑟11 + 𝑟12 + 𝑡𝑤𝑟13 and 𝑟 = 𝑟21 + 𝑟22 + 𝑡𝑤𝑟23.
Meanwhile, the right hand side of the equation can be derived
as follows,

𝑅𝐻𝑆33 = Γ𝑒(𝑔, 𝑓−𝑟𝑟11+𝑟21)𝑒(𝑔, 𝑓−𝑟𝑟12+𝑟22)𝑒(𝑔, 𝑓−𝑟𝑟13+𝑟23)
= Γ𝑒(𝑔, 𝑓)−𝑟�̇�+𝑟.

It is obvious that if the provided credential is verified, the
above two equations will be equal, which implies that the
attribute is verified by RC while keeping it undisclosed. Note
that patients attributes also can be verified using PAAS0.

C. Privacy Level 1-PAAS1

In most cases, patients have different values on a specific
attribute, like the length of disease history, the size of cancer or
the amount of remedy, which are highly concerned with privacy
issues and easily to be identified. In PAAS1, we consider the
scenario where there is a server or physicians who need to verify
the value of the corresponding attributes of patients but without
requiring patients’ real identities. Based on different values on
an attribute, RC issues distinct certificates to different users. For
the privacy concerns, patients would not turn in the certificate
that RC issued on specific value of an attribute for verification.
Note that certificates for the same attribute value on different real
identities are the same, which implies when patients are trying to
verify the similarity of their ages, instead of comparing the real
value of an attribute, what we need is only to verify the NIWI or
NIZK proof based on the commitments of their corresponding
certificates.

1) Certificate Issuance: We consider an asymmetric setting
between the server 𝑆 (we use server to represent possible
physicians or organizations that need to verify patients attribute
values) and an individual patient. We will use Boneh-Boyen
signature scheme [22] to sign the attribute value, which is secure
under weak chosen message attacks based on the 𝑞-Strong Diffie-
Hellman (q-SDH) assumption.

Issuance: RC continues to use �̃�𝚤 to sign each specific value
of corresponding attribute. We assume the value of attribute in
our system could be represented as a message 𝑚𝚤.𝚥 ∈ 𝑍𝑝, where 𝚤
denotes the general classification of attributes and 𝚥 is the specific
value of those attribute, like Stage II represents the “degree

228



of severity of AIDS” (a kind of an attribute). To prevent the
malicious attack from patients (discussed in later sections), we
add a random number 𝜀 ∈ 𝑍𝑝∖{−(�̃�𝚤+𝑚𝚤.𝚥)} selected by RC for
the purpose of update for the same attributes and security of veri-
fication. Given the message 𝑚𝚤.𝚥 along with the secret key �̃�𝚤 and
𝜀, RC outputs a certificate 𝜎𝚤.𝚥 := 𝑔1/(�̃�𝚤+𝑚𝚤.𝚥+𝜀) ∈ 𝐺1. Besides,
RC issues the server 𝑆 an additional certificate 𝛿𝜀𝚤.𝚥 := 𝑔(𝑚𝚤.𝚥+𝜀)

for further verification. Note that RC periodically updates 𝜎𝚤.𝚥
for patients accompanied with 𝛿𝜀𝚤.𝚥 for the server 𝑆.

Verification: Given the additional certificate 𝛿𝜀𝚤.𝚥 from the
server 𝑆, patients need to use 𝑣𝚤 and 𝜎𝚤.𝚥 to prove the equation
𝑒(𝜎𝚤.𝚥, 𝑣𝚤⋅𝑔(𝑚𝚤.𝚥+𝜀))𝑒(𝑔−1, 𝑔) = 1 which implies that the value of
the attribute that he/she holds is the same as that on the server
side. Based on the NIWI proof system, the server would not
be able to get the plaintext of 𝜎𝚤.𝚥, which perfectly hides the
certificate privacy of patients. If the equation is not satisfied,
the patient learns nothing about the correct additional credential
from 𝑆 while the server 𝑆 cannot obtain the certificate 𝜎𝚤.𝚥.

2) NIWI Proof Generation and Verification: We also utilize
the proof generation process in PAAS0 used to verify the validity
of the attribute. Apart from that, we also need to generate the
NIWI proofs for proving the equality of values of a specific
attribute. Before the NIWI proof process begins, a patient (which
could be seen as a prover) needs to obtain the additional
certificate from the server side to generate commitments and
proofs. Suppose 𝑆 accepts the query from patient 𝐴,

1. 𝒫𝒮𝜅𝐴 → 𝑆 : 𝐸𝑝𝑘𝑆
(𝑚𝚤.𝚥), 𝜏1, 𝑆𝐼𝐺(𝐸𝑝𝑘𝑆

(𝑚𝚤.𝚥∣∣𝜏1)
2. 𝑆 → 𝒫𝒮𝜅𝐴 : 𝐸𝑝𝑘𝒫𝒮𝜅

𝐴
(𝛿𝜀𝚤.𝚥), 𝜏2, 𝑆𝐼𝐺(𝐸𝑝𝑘𝒫𝒮𝜅

𝐴
(𝛿𝜀𝚤.𝚥∣∣𝜏2)

where 𝐸(⋅) is the ID-based encryption and 𝑆𝐼𝐺 denotes the
efficient ID-based signature scheme [24] which could be verified
by the corresponding public ID. Note that 𝜏 represents the
timestamp used to prevent reply attacks.

The following NIWI proof process includes three steps: com-
mitting to the variables, generating proof and verification.

Committing to the variables: We need to give NIWI proofs
for the following equations. We also list the validity verification
equation in PAAS0 to denote that both of the equations must be
simultaneously satisfied and verified by the verifier:

𝑒(𝑎, ℎ̂ ⋅ 𝑣𝚤)𝑒(𝑓, 𝑏) = Γ (3)

𝑒(𝜎𝚤.𝚥, 𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀))𝑒(𝑔−1, 𝑔) = 1. (4)

Patient 𝐴 chooses the 𝑢𝑖 ∈ 𝑀1 from the published 𝑐𝑟𝑠 to
commit those variables as follows, taking the second equation
as an example. 𝐴 first chooses the elements 𝑢1, 𝑢2, 𝑢3 ∈ 𝑀1

from 𝑐𝑟𝑠 and randomly selects 𝑟1, 𝑟2, 𝑟3, 𝑟
′
1, 𝑟

′
2, 𝑟

′
3 ← 𝑍𝑝.

Then, 𝐴 computes 𝐶𝑜𝑚(𝜎𝚤.𝚥) := 𝑐1 = (1, 1, 𝜎𝚤.𝚥)𝑢
𝑟𝑖
𝑖 =

(𝑓𝑟1+𝑟3𝑟𝑢 , ℎ𝑟2+𝑟3𝑠𝑣 , 𝜎𝚤.𝚥𝑔
𝑟1+𝑟2+𝑟3(𝑟𝑢+𝑠𝑣)), and 𝐴 also com-

mits to the other variable as 𝐶𝑜𝑚(𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀)) :=

𝑑1 = (1, 1, 𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀))𝑢
𝑟′𝑖
𝑖 = (𝑓𝑟

′
1+𝑟

′
3𝑟𝑢 , ℎ𝑟

′
2+𝑟

′
3𝑠𝑣 , 𝑣𝚤 ⋅

𝑔(𝑚𝚤.𝚥+𝜀)+𝑟
′
1+𝑟

′
2+𝑟

′
3(𝑟𝑢+𝑠𝑣)).

Generating NIWI proof: For patient 𝐴, it needs to generate
the NIWI proof �̄�𝑖 by using the parameters in 𝑐𝑟𝑠 and the
commitments. Given the kernel vectors of 𝜇6 in 𝑐𝑟𝑠, 𝜂1 :=
(0, 1, 0,−1, 0, 0, 0, 0, 0), 𝜂2 := (0, 0, 1, 0, 0, 0,−1, 0, 0), 𝜂3 :=
(0, 0, 0, 0, 0, 1, 0,−1, 0), 𝐴 randomly selects 𝑡1, 𝑡2, 𝑡3 ∈ 𝑍𝑝 to
generate the NIWI proofs as follows:

�̄�𝑖 =
3∏

𝑗=1

𝑢
∑3

ℎ=1 𝑡ℎ𝜂ℎ𝑖𝑗

𝑗 (1, 1, 𝜎𝚤.𝚥)
𝑟′𝑖𝑑𝑟𝑖1

Verification: When patient 𝐴 wants to verify himself that he
has the corresponding credential which satisfy the requirements
of the server, 𝐴 sends the packet < 𝑐1, 𝑑1, �̄�1, �̄�2, �̄�3 > to the
server. We can modify the equation (4) to 𝑒(𝜎𝚤.𝚥, 𝑣𝚤 ⋅𝑔(𝑚𝚤.𝚥+𝜀)) =
𝑒(𝑔, 𝑔), where 𝑇 = 𝑒(𝑔, 𝑔) is a known factor. After obtaining
proofs along with commitments, the server can verify the validity
of the user’s attribute according to equation (1):

𝐿𝐻𝑆 = 𝑒6

⎛
⎝
⎛
⎝𝑓𝑟1+𝑟3𝑟𝑢ℎ𝑟2+𝑟3𝑠𝑣

𝜎𝚤.𝚥𝑔
ℏ

⎞
⎠ ,

⎛
⎝ 𝑓𝑟

′
1+𝑟

′
3𝑟𝑢

ℎ𝑟
′
2+𝑟

′
3𝑠𝑣

𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀)+ℏ
′

⎞
⎠
⎞
⎠ (5)

where ℏ = 𝑟1 + 𝑟2 + 𝑟3(𝑟𝑢 + 𝑠𝑣) and ℏ
′ denotes the 𝑟′1 + 𝑟′2 +

𝑟′3(𝑟𝑢 + 𝑠𝑣), respectively. The server 𝑆 then checks the right
hand side as follows,

3∏
𝑖=1

𝑒6(𝑢𝑖, �̄�𝑖) =
3∏

𝑖=1

𝑒6(𝑢𝑖, (1, 1, 𝜎𝚤.𝚥)
𝑟′𝑖𝑑𝑟𝑖1 )

= 𝑒6

(
3∏

𝑖=1

𝑢
𝑟′𝑖
𝑖 , (1, 1, 𝜎𝚤.𝚥)

)
𝑒6

(
3∏

𝑖=1

𝑢𝑟𝑖𝑖 , 𝑑1

)

= 𝑒6

⎛
⎝
⎛
⎝𝑓𝑟

′
1+𝑟

′
3𝑟𝑢

ℎ𝑟
′
2+𝑟

′
3𝑠𝑣

𝑔ℏ
′

⎞
⎠ ,

⎛
⎝ 1

1
𝜎𝚤.𝚥

⎞
⎠
⎞
⎠

⋅ 𝑒6

⎛
⎝
⎛
⎝𝑓𝑟1+𝑟3𝑟𝑢ℎ𝑟2+𝑟3𝑠𝑣

𝑔ℏ

⎞
⎠ ,

⎛
⎝ 𝑓𝑟

′
1+𝑟

′
3𝑟𝑢

ℎ𝑟
′
2+𝑟

′
3𝑠𝑣

𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀)+ℏ
′

⎞
⎠
⎞
⎠

Note that we omit several terms in the proof �̄�𝑖 since we have∏3
𝑖=1

∏3
𝑗=1 𝑒6(𝑢𝑖, 𝑢𝑗)

𝜌𝑖𝑗 = 1 according to Lemma 1. By directly
applying the bilinear operation to the above equations, we can
easily check that all the entries satisfy the equalities in the
equation (5) except the last one in the matrix. However, we
observe the result in the row 3 and column 3 of the corresponding
matrix. We expand all the pairing results as follows,

𝐿𝐻𝑆33 = 𝑒(𝜎𝚤.𝚥𝑔
ℏ, 𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀)+ℏ

′
)

= 𝑒(𝑔, 𝑔)

(
1

�̃�𝚤+𝑚𝚤.𝚥+𝜀+ℏ

)
(�̃�𝚤+𝑚𝚤.𝚥+𝜀+ℏ

′)

= 𝑒(𝑔, 𝑔)
1+ℏ(�̃�𝚤+𝑚𝚤.𝚥+𝜀)+

ℏ
′

�̃�𝚤+𝑚𝚤.𝚥+𝜀+ℏℏ
′
, (6)

and according to equation (1),

𝑅𝐻𝑆33 = 𝑇 ⋅ 𝑒(𝑔ℏ′
, 𝜎𝚤.𝚥)𝑒(𝑔

ℏ, 𝑣𝚤 ⋅ 𝑔(𝑚𝚤.𝚥+𝜀)+ℏ
′
)

= 𝑒(𝑔, 𝑔)
1+ ℏ

′
�̃�𝚤+𝑚𝚤.𝚥+𝜀+ℏ(�̃�𝚤+𝑚𝚤.𝚥+𝜀+ℏ

′) (7)

the two results are identical.
After the verification process, the server 𝑆 is able to convince

itself that patient 𝐴 holds the attribute that is satisfied 𝑆’s
requirement: the value of the attribute provided by 𝐴 is the same
as 𝑆’s. Thus, 𝑆 can give the access privilege or other rights based
on the verification results. Note that PAAS1 also works well
under the symmetric scenario where the privacy of the attribute
value is not a must, where patients or physicians can mutually
verify their corresponding specifications. Our implementation in
PAAS1 specifies a special case of asymmetric structure where
the value of the attribute is crucial for the application.

D. Privacy level 2-PAAS2

We have formally described our scheme on the PAAS0 and
PAAS1, where patients allow to leak several information to the
server or physicians. For computational efficiency, we leverage
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the server side to share an additional attribute certificate for the
verification process. However, according to the privacy definition
in PAAS2, patients cannot disclose any private information to
a stranger or even a so-called trusted server if we are not sure
whether they share the same attribute values as theirs. The major
difference between previous two privacy levels and PAAS2 is
that PAAS2 hides attributes from the verifier when the verifier
does not hold those attributes and the corresponding values.
The most possible scenario for PAAS2 exists in patient-patient
interactions, where patients with same attributes and values may
want to communicate. However, what patients most concerned
about is they do not want to reveal the identity and disease detail
to patients who do not have the same attribute values. We can
leverage pseudonyms as a solution to the exposure of identity
privacy, and design the scheme to address other privacy concerns.

1) Initiation: Contrary to PAAS1, we do not make additional
certificate 𝛿𝜀𝚤.𝚥 on the server side. Instead, the communication
parties in PAAS2 are in a symmetric fashion, in the sense that
both patients are able to obtain the same attribute set when the
protocol ends. RC issues the valid user certificates corresponding
to the specific attribute as �̄�𝚤.𝚥 := 𝑔1/(�̃�𝚤+𝑚𝚤.𝚥). Two patients will
mutually authenticate each other using the NIWI proofs to show
they have a valid credential and verifiable value on the attribute,

1. 𝒫𝒮𝜅𝐴 → 𝒫𝒮𝜅′
𝐵 : 𝑐𝚤.𝚥, 𝑑𝚤.𝚥, 𝜋1, 𝜋2, 𝜋3,

2. 𝒫𝒮𝜅′
𝐵 → 𝒫𝒮𝜅𝐴 : 𝑐′𝚤.𝚥, 𝑑

′
𝚤.𝚥, 𝜋

′
1, 𝜋

′
2, 𝜋

′
3.

where 𝑐𝚤.𝚥 denotes 𝐶𝑜𝑚(�̄�𝚤.𝚥), and 𝑑𝚤.𝚥 represents 𝐶𝑜𝑚(𝑣𝚤 ⋅
𝑔𝑚𝚤.𝚥), respectively. Two users can mutually verify each other
using the NIWI proofs based on equation (3) and (4). Note that
both sides can obtain the information of the compared attributes
from the above process.

2) Equality NIWI proof generation: The above authentication
process can verify the validity of the corresponding attributes
and values, but it does not imply any relationship between the
attribute and identities. For the case of checking the intersection
set of the compared attributes, we require the two patients to send
the random parameters to each other, which brings out a new
series of NIWI proofs �̇�𝑖 to verify the equality of two committed
values.

Suppose 𝐴 uses 𝑠𝑖, 𝑠
′
𝑖 ∈ 𝑍𝑝 to commit �̄�𝚤.𝚥 and 𝑣𝚤 ⋅ 𝑔𝑚𝚤.𝚥 ,

respectively. Also, 𝐵 chooses 𝑡𝑖, 𝑡
′
𝑖 ∈ 𝑍𝑝 to generate 𝑐′𝚤.𝚥 and

𝑑′𝚤.𝚥. For generating equality NIWI proofs �̇�𝑖, 𝐵 sends back to 𝐴
the random parameter set {𝑡′𝑖}. Then, 𝐴 computes the following
results and sends to 𝐵,

�̇�𝑖 =

3∏
𝑗=1

𝑢
∑3

ℎ=1 𝑡ℎ𝜂ℎ𝑖𝑗

𝑗 (1, 1, �̄�𝚤.𝚥)
𝑡′𝑖(𝑑′𝚤.𝚥)

𝑠𝑖

Note that sharing the random parameter set {𝑡′𝑖} will not reveal
the corresponding credentials. Although 𝐴 is able to generate a
set (1, 1, 1)𝑢𝑡

′
𝑖
𝑖 , it is infeasible to recover the credential from 𝑑′𝚤.𝚥

and the above value set.
3) Verification: The verification process is more or less sim-

ilar to that in PAAS1. When 𝐴 sends the equality NIWI proofs
�̇� to 𝐵, 𝐵 checks the equality of the following equation:

𝑒6(𝑐𝚤.𝚥, 𝑑
′
𝚤.𝚥) =

⎛
⎝1 1 1
0 1 1
0 0 𝑇

⎞
⎠ 3∏

𝑖=1

𝑒6(𝑢𝑖, �̇�𝑖). (8)

which implies that 𝑒(𝑔, 𝑔)
𝑥𝚤+𝑚𝐵

𝚤.𝚥

𝑥𝚤+𝑚𝐴
𝚤.𝚥 = 𝑒(𝑔, 𝑔), where 𝑚𝐴

𝚤.𝚥 and 𝑚𝐵
𝚤.𝚥

are the attribute values of 𝐴 and 𝐵 on the same attribute. If the

above equation is satisfied, 𝐵 is convinced the equality of two
attribute values. Otherwise, 𝐵 will find the inequality of the
equation (8), which shows that the attributes of 𝐴 and 𝐵 are not
identical. Apart from this, both 𝐴 and 𝐵 learn nothing about
credentials and attribute values from each other. 𝐵 can further
verify itself to 𝐴 reversely. Here, we only show the verification
process for one single attribute value. It is obvious that we can
apply this scheme in verifying a set of attributes by repeating the
same processes. When the protocol ends, both patients will only
learn the identical attribute values that they have. However, for
a single user, it will incur more pairing invocations than PAAS1
for one attribute.

E. Privacy Level 3-PAAS3

PAAS3 requires that two users can mutually obtain the car-
dinality of the intersection of attribute set (defined as similarity
score) without learning the detail of each identical attribute value.
Compared to PAAS2, users even would not want to disclose the
attribute value to the one that has the same value as theirs. They
only can accept the comparison results on the number of identical
attribute values in the intersection set. Here, we assume the
weight of each attribute value is the same for general perspective.
PAAS3 not only relies on the NIWI proofs introduced in the
previous subsection, but also applies the NIZK proofs to prove
the equality of the corresponding ciphertexts and commitments
without exposing the real plaintext value. Then, each user
implements homomorphic encryption on the received encrypted
packet. Finally, both users are able to decrypt the values, where
1 denotes the same attributes, and otherwise represents different
attribute values between two users. By randomly rearranging the
sequence of the homomorphic results, no one is able to obtain
the detail of which two attributes are identical when we apply a
large attribute set.

The NIWI proof generating and verification processes for the
two involved users are the same in the first step of PAAS2.
What 𝐴 wants to compare is a set of attributes 𝒮∗𝐴, and
we further assume all 𝑚𝐴

𝚤.𝚥 ∈ 𝒮∗𝐴 have been verified using
the technique listed in the previous subsection. We make the
following modification and addition for PAAS3.

1) Selective-tag encryption: In general, PAAS3 needs to per-
form operations on the encrypted value instead of commitments,
because we cannot perform the operations over the committed
values, such as comparison, addition, multiplication, etc. The
reason that we choose selective-tag encryption [25] in our
scheme is that it has an encrypted form which perfectly matches
the commitment scheme used in the NIWI proof. We briefly
review the selective-tag encryption scheme,

Parameter Generation: TA assigns a tuple 𝑝𝑘 :=
(𝑓, ℎ̄, 𝑘, �̄�) ∈ 𝐺4

1 as a public key for a user, and distributes the
private key (𝜒, 𝜓) to a user where 𝑓 = 𝑔𝜒, ℎ̄ = 𝑔𝜓.

Encryption: User chooses random numbers 𝑟, 𝑠 ∈ 𝑍𝑝 and
select a public tag 𝑡 to encrypt a message �̄� as ℰ(�̄�) :=
(𝑓𝑟, ℎ̄𝑠, 𝑔𝑟+𝑠�̄�, (𝑔𝑡𝑘)𝑟, (𝑔𝑡 �̄�)𝑠).

Decryption: Decryption can be done by computing �̄� =
𝑔𝑟+𝑠�̄� ⋅ (𝑓𝑟)−1/𝜒(ℎ̄𝑠)−1/𝜓 .

2) NIZK proof generation: The generation process of
NIZK is similar to NIWI in [15], where we commit
to the exponential of the generator 𝑔. We first show
the statements that we need to prove. Given the ci-
phertext of encrypted certificate of 𝐴 as ℰ(𝜎𝐴𝚤.𝚥) :=

(𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5) = (𝑓𝑟𝑒 , ℎ𝑠𝑒 , 𝑔𝑟𝑒+𝑠𝑒𝜎𝐴𝚤.𝚥, (𝑔
𝑡𝑘)𝑟𝑒 , (𝑔𝑡 �̄�)𝑠𝑒).

According to the previous subsections, 𝐶𝑜𝑚(𝜎𝐴𝚤.𝚥) :=
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(𝐶1, 𝐶2, 𝐶3) = (𝑓𝑟1+𝑟3𝑟𝑢 , ℎ𝑟2+𝑟3𝑠𝑣 , 𝜎𝐴𝚤.𝚥𝑔
𝑟1+𝑟2+𝑟3(𝑟𝑢+𝑠𝑣)). Set-

ting 𝑟0 = 𝑟1 − 𝑟𝑒 and 𝑠0 = 𝑟2 − 𝑠𝑒, we have the following
statements that need to be simultaneously satisfied for proving
the equality of the committed value and the encrypted value,

𝜑 = 1∧ (𝐶−1
1 𝑋1)

𝜑𝑓𝑟0(𝑓𝑟𝑢)𝑟3 = 1∧ (𝐶−1
2 𝑋2)

𝜑ℎ𝑠0(ℎ𝑠𝑣 )𝑟3 = 1

∧(𝐶−1
3 𝑋3)

𝜑𝑔𝑟0+𝑠0(𝑓𝑟𝑢+𝑠𝑣 )𝑟3 = 1

where we cannot disclose 𝜑, 𝑟0, 𝑠0, 𝑟3 to the verifier and we
need to prove the above equations given the ciphertexts and the
commitments. Note that ∧ denotes 𝑎𝑛𝑑.

To generate the commitments, we randomly select two num-
bers 𝜃, 𝜁 ∈ 𝑍𝑝 and add one more universal parameter 𝑢 := 𝑢𝜃1𝑢

𝜁
2

onto 𝑐𝑟𝑠, which is linearly independent of 𝑢1 and 𝑢2. Taking
second equation as an example, we need to commit to the
exponentials 𝜑, 𝑟0, 𝑡 as 𝒞1 = 𝑢𝜑𝑢𝜈11 𝑢𝜈22 , 𝒞2 = 𝑢𝑟0𝑢𝜈11 𝑢𝜈22 and
𝒞3 = 𝑢𝑡𝑢𝜈11 𝑢𝜈22 ,where 𝜈𝑖 ∈ 𝑍𝑝 are random numbers. Then, 𝐴
can generate NIZK proof as follows,

�̈�𝑖 = (1, 1, 𝐶−1
1 𝑋1)

𝜈𝑖(1, 1, 𝑓)𝜈𝑖(1, 1, 𝑓𝑟𝑢)𝜈𝑖

Since 𝐴 has already sent the commitment of 𝜎𝐴𝚤.𝚥 to 𝐵, user 𝐵
is able to compute 𝐶−1

𝑖 𝑋𝑖 after 𝐴 delivers the ciphertexts.
3) Verification: Due to page limit, we do not give the detail

of the checking process. However, the process is similar to eq(3),

3∏
𝑖=1

𝑒9

⎛
⎝
⎛
⎝ 1
1
𝑌𝑖

⎞
⎠ , 𝒞𝑖

⎞
⎠ = 𝑒9

⎛
⎝
⎛
⎝11
1

⎞
⎠ , 𝑢

⎞
⎠ 2∏

𝑖=1

𝑒9(�̈�𝑖, 𝑢𝑖) (9)

where 𝑌𝑖 is each of the elements in the set (𝐶−1
1 𝑋1, 𝑓, 𝑓

𝑟𝑢),
respectively. The user 𝐵 checks the satisfiability of all the four
equations. If the check passes, 𝐵 is convinced that the value in
the commitment is equal to that in the ciphertext.

4) Deriving Similarity Score: The similarity score between
two users is the size of identical attributes of their intersection
sets. Based on the ciphertexts of certificates, users perform
homomorphic encryption on each single ciphertext and return
to each other for deriving the result.

Homomorphic Encryption: Our proposed scheme relies on
the encryption results of selective-tag encryption which has the
following properties,

1. Multiplicative homomorphic property:

ℰ(𝑚1)ℰ(𝑚2) = (𝑓𝑟1+𝑟2 , ℎ𝑠1+𝑠2 , 𝑔𝑟1+𝑟2+𝑠1+𝑠2𝑚1 ⋅𝑚2,

(𝑔𝑡𝑘)𝑟1+𝑟2 , (𝑔𝑡𝑙)𝑠1+𝑠2)

= ℰ(𝑚1 ⋅𝑚2)

2. Self blinding property:

𝒟(ℰ(𝑚, 𝑟1, 𝑠1, 𝑡)) = 𝒟(ℰ(𝑚, 𝑟1 + 𝑟2, 𝑠1 + 𝑠2, 𝑡)).

Score Derivation: We suppose both 𝐴 and 𝐵 mutually
give a same set of attribute classes for the comparison, like
𝕆 :={affiliation, height, ages, disease,...} with a predefined
order. For the verifier, it is impossible to guess out the values
inside the commitment other than verifying the satisfiability of
the corresponding statements. Thus, when 𝐴 gives to 𝐵 a set of
commitments and the ciphertext, it should tell the order of the
attribute order that it wants to prove. Then, 𝐵 can bind encrypted
values to the received ciphertexts,

1. 𝑃𝑆𝜅𝐴 → 𝑃𝑆𝜅
′

𝐵 : {ℰ𝑝𝑘𝐴,𝑡𝐴
(𝜎𝐴𝚤.𝚥)∣𝚤 ∈ 𝒮∗𝐴}𝕆

2. 𝑃𝑆𝜅
′

𝐵 → 𝑃𝑆𝜅𝐴 : {ℰ𝑝𝑘𝐴,𝑡𝐴
(𝜎𝐴𝚤.𝚥) ⋅ ℰ𝑝𝑘𝐴,𝑡𝐴

((𝜎𝐵𝚤.𝚥)
−1)}ℝ

where ℝ denotes the random permutation of the corresponding
set. After receiving the encrypted credential set, 𝐵 performs the
selective-tag encryption on (𝜎𝐵𝚤.𝚥)

−1 := 𝑔−1/(𝑥𝚤+𝑚
𝐵
𝚤.𝚥) by using

the public key of 𝑃𝑆𝜅𝐴 and the tag according to the predefined
order 𝕆. Then, 𝐵 multiplies its own encryption together with the
received encrypted set with order of 𝕆. Randomly permuting the
generated encrypted set provides the randomness in determining
two identical attributes among the whole intersection set.

Finally, 𝐴 uses the private key (𝜒, 𝜓) to decrypt the ciphertext
in the set one by one. What 𝐴 needs to do is to collect the number
of “1” in the set, which implies the similarity score between 𝐴
and 𝐵 on specified sets 𝒮∗𝐴 and 𝒮∗𝐵 . Otherwise, decryption results
are arbitrary bit strings due to the inequality of 𝜎𝐴𝚤.𝚥 and 𝜎𝐵𝚤.𝚥.

V. PERFORMANCE ANALYSIS

This section studies on how the security requirements are
achieved in PAAS for eHealth networks based on the objective
and adversary model defined before, and how to enhance the
resilience of PAAS to the general attacks and specific attacks to
different privacy levels. The efficiency of the proposed system
in terms of computation load is also discussed.

A. Security Analysis

1) Identity and Attribute Privacy: Since we render rooms for
patients and physicians to use frequently changed pseudonyms
to communicate with each other, the real identity is hidden
from being traced. For the attribute privacy, the verification and
comparison processes only use commitments of corresponding
attributes and values. Without directly exposing plaintexts of
such attributes, we ensure that adversaries cannot obtain detailed
information about them. Although in PAAS2, patients obtain
the identical attributes values from each other based on user’s
intentions, it still preserves the privacy for the distinct attribute
values from being leaked. One of the most important privacy
requirements is the unlinkability between identities and attribute
value set. Since our scheme applies randomness on both com-
mitments of attribute values and pseudonyms, adversaries are
not able to find the linkage between identities and attributes.
Taking a step further, commitments generated from the same
attributes are distinct, which fundamentally prevents adversaries
from obtaining attribute values of particular users.

2) Countermeasures to possible attacks: We first give the
security analysis on general attacks that all of the privacy levels
will face. Then, we will discuss possible privacy leakages and
attacks launched in each of the four levels.

Tracing Attacks: Tracing attacks take place when adversaries
collect enough privacy information to link a particular real
identity. Our scheme perfectly prevents this kind of attack by
using random numbers in commitments and proofs. First of all,
the adversary needs to be a valid user in the system, otherwise,
its proofs cannot be verified by the other side. Second, even if the
authentication process passes, a user will not keep using the same
random numbers to generate commitments. According to the
previous analysis, the adversary cannot trace any user because
they are unable to establish the linkage between identities and
attribute set.

Collusion Attacks: Collusion attack is a very powerful attack
and will severely threaten the security and privacy requirements
of our scheme if not thwarted. According to our assumptions,
collusion attacks can happen among users or between users
and RC. The first type of collusion attack can be easily pre-
vented. If a group of malicious users want to find out the
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privacy issues (like attributes) of a particular user, they have
to launch numbers of queries to this user. However, the user
generates different commitments which may represent the same
attributes by using different pseudonyms, attackers cannot tell the
relationship between commitments and pseudo-identities. Taking
a step further, the assumption of the NIWI system requires
the composable witness indistinguishability, the adversary even
cannot distinguish a real 𝑐𝑟𝑠 from a simulated 𝑐𝑟𝑠. On a
simulated 𝑐𝑟𝑠, it is perfectly indistinguishable which witness
the prover used, in the sense that a verifier has no knowledge
of the credential the prover uses. On the other hand, as a
semi-trusted RC, even if a malicious user colludes with it, our
scheme provides solution to thwart. We assume the purpose of
malicious users is to find out a target user’s attribute value. If
the authentication process passes, the adversary will hold the
commitment of 𝜎𝚤.𝚥 of the target user. Although the adversary
is able to obtain all attributes of any user in the system from
RC, it cannot find the linkage between the plaintext in RC and
𝐶𝑜𝑚(𝜎𝚤.𝚥) := (𝑓𝑟1+𝑟3𝑟𝑢 , ℎ𝑟2+𝑟3𝑠𝑣 , 𝜎𝚤.𝚥𝑔

𝑟1+𝑟2+𝑟3(𝑟𝑢+𝑠𝑣)) due to
the fact that only the target user knows random numbers 𝑟𝑖
composing the corresponding commitments. Even adversaries
launch the statistical attack together with RC, they cannot obtain
credentials nor certificate since it is impossible for RC to tell the
relationships among multiple commitments.

Attacks on PAAS0: Since PAAS0 only consider the validity
of attributes, the most possible attack is impersonation attack
by using others’ credentials. However, because end users use
pseudonyms, the only possible way is to call for TA to perform
as an arbiter who can open the commitment and to trace
back users who leak their credentials. Suppose we have a
suspected user with a commitment 𝐶𝑜𝑚(𝑏), TA can use the
system parameter (𝛼, 𝛽) to open the commitment as follows:
(𝑓𝑟1+𝑟3𝑟𝑢)−1/𝛼 ⋅ (ℎ𝑟2+𝑟3𝑠𝑣 )−1/𝛽 ⋅ 𝑏 ⋅ 𝑔𝑟1+𝑟2+𝑟3(𝑟𝑢+𝑠𝑣) = 𝑏.
Together with the pseudonym that this user used, we can locate
the real identity of the adversary. Another possible attack that
may compromise the attribute privacy of a user is what we call
the “unique identification” attack. For example, if an attribute of
physician is the only one who has been verified by a particular
professional authority (�̃�𝚤 is unique), directly revealing Γ𝚤 for
public verification discloses the identity in case of someone
knows there is only one physician (with that particular attribute)
who works at that hospital. To avoid this kind of attack, our
system requires all users (physicians and patients) should have
a same cardinality of their attribute set, which denotes the value
of the public parameter Γ remains stable for all physicians
and patients. Thus, adversaries cannot identify a particular user
according to different Γ.

Attacks on PAAS1: Due to the asymmetric structure of
PAAS1, there are two types of attacks that could happen, which
are “self-proving” and certificate leakage. For self-proving, a
user may use the credential issued by RC and its own attribute
𝑚𝚤.𝚥 to prove the equation (3) and (4). To eliminate this kind
of attacks, we ask RC to give an additional certificate to the
server side, which is 𝛿𝜀𝚤.𝚥 := 𝑔(𝑚𝚤.𝚥+𝜀). Since the adversary is
not aware of 𝜀, it cannot generate the equation (4) by itself
except using the additional certificate from the server. As another
aspect of “self-proving” attack, malicious users may collude
together to obtain the random number 𝜀, which enables them
to generate their own additional certificate in order to avoid the
verification process. However, due to our assumption that the
DLP is hard, adversaries cannot figure out the value of 𝑚𝚤.𝚥+ 𝜀
based on 𝛿𝜀𝚤.𝚥. Also, once the misbehavior is detected, we can

use the countermeasures in PAAS0 to trace back and revoke the
access privilege of the malicious users when they request the
additional certificate from the server 𝑆. We further render RC and
designated server 𝑆 the ability to periodically update the random
number 𝜀, which hinders the revoked user to further utilize the
previous additional certificate for the authentication. We note that
we cannot prevent collusion attacks with RC in PAAS1, because
RC will directly tell attribute values together with the additional
certificate once adversaries have already obtained it. However,
in several kinds of scenarios, such as checking Boolean type
attributes, we may not care about leaking the server of privacy
(i.e., a doctor’s affiliation). It is still acceptable to implement
such scheme with the purpose of providing privacy for users,
not the server. Certificate leakage is impossible also according
to the assumption that the DLP problem is hard.

Attacks on PAAS2: In PAAS2, each user mutually sends
back random numbers used in generating commitments for
equality check. We consider two major types of attacks that
may potentially expose attribute values from both sides. The
first type of attack comes from sending random numbers used
for verification. For example, user 𝐵 sends back to 𝐴 the
random number set {𝑡′𝑖} for 𝐴 to generate �̇�𝑖. It is obvious
that 𝐴 can use the received random number set to construct
(1, 1, 𝑣𝚤)𝑢

𝑡′1
1 𝑢

𝑡′2
2 𝑢

𝑡′3
3 := (𝑓 𝑡

′
1+𝑡

′
3𝑟𝑢 , ℎ𝑡

′
2+𝑡

′
3𝑠𝑣 , 𝑣𝐴𝚤 ⋅𝑔𝑡

′
1+𝑡

′
2+𝑡

′
3(𝑟𝑢+𝑠𝑣)).

Comparing to the received 𝑑′𝚤.𝚥 := (𝑓 𝑡
′
1+𝑡

′
3𝑟𝑢 , ℎ𝑡

′
2+𝑡

′
3𝑠𝑣 , 𝑣𝐵𝚤 ⋅

𝑔𝑚
𝐵
𝚤.𝚥+𝑡

′
1+𝑡

′
2+𝑡

′
3(𝑟𝑢+𝑠𝑣)), it is difficult to derive 𝑔𝑚

𝐵
𝚤.𝚥 from the

above values due to the assumption that DLIN problem is
hard, which guarantees the attribute privacy when two users
sends random numbers back and forth. The other possible attack
performs on the outcome of comparison results. According to
the requirements of PAAS2, users learns nothing if their attribute
values are not identical. The verification results returns 1 if and
only if 𝑒(𝑔, 𝑔)(𝑥𝚤+𝑚

𝐵
𝚤.𝚥)/(𝑥𝚤+𝑚

𝐴
𝚤.𝚥) = 𝑒(𝑔, 𝑔). Otherwise, the result

outputs an arbitrary string instead of explicit listing the values
of 𝑚𝐴

𝚤.𝚥 and 𝑚𝐵
𝚤.𝚥. It is also possible for users returning incorrect

random numbers and/or proofs, which renders the inconsistent
comparison results on two sides. However, our system provides
the arbitration algorithm which allows TA to be the arbiter and
prevents from taking the risk.

Attacks on PAAS3: The privacy level 3 requires patients
to mutually obtain a number of identical attributes instead of
the detail of the intersection set. We have explained that the
statistical attacks are infeasible for adversaries since a responser
uses different pseudonyms to communicate. We further prohibit
a user to respond different queries in one time slot, or the
colluded users may obtain the target user’s attribute value set
based on the statistical results. Another type of attack is on the
inconsistency of the similarity score, where users do not honestly
encrypt and multiply the valid 𝜎−1

𝚤.𝚥 on the received packet.
There are two possible countermeasures for the inconsistency
of the comparison results. Firstly, we can apply another set of
NIWI proofs that checking the validity and verifiability of 𝜎−1

𝚤.𝚥 .
Then, we can utilize the homomorphic encryption to guarantee
the consistency of the similarity score. Second, another possible
countermeasure comes from [6] which encrypts random numbers
used in generating the ciphertext and sends to the other end user
for checking the consistency of the result. Due to page limit, we
refer [6] for the detail which is applicable to our scheme.

B. Efficiency Analysis

Due to the page limit, we only consider the computational
cost in our proposed framework, and we will further discuss
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the communication and storage cost in our full version paper.
We used the Pairing-Based Cryptography (PBC-0.5.8) Library
to implement our simulation. We take Tate pairing as our basic
pairing operation. The elliptic curve we use for the our scheme
is type A. A curve of such type has the form of 𝑦 = 𝑥3 + 𝑥.
The order of the curve is around 160 bits, as is 𝐹𝑝, the base
field. For the experiments, we use MacBook Pro with an Intel
Core 2 Duo 2.8GHz and 4GB RAM. For the simplest case in
PAAS0, to commit two variables consists of 6 group elements
and the verification process costs 3 group operations. In PAAS1,
a user needs 9 group elements to commit 3 variables, while the
server side will incur 18 pairing operations for the verification.
We also have ID-based encryption and decryption process in
PAAS1, which incurs at most one pairing computation in each of
the encryption, decryption, signature generating and verification
processes, respectively, according to [20], [24]. So, the proofs
in PAAS1 consists of 35 group elements, in which a user
needs to calculate 13 pairing operations. For the authentication
between two patients in PAAS2, it will have 54 group operations.
In addition, the user needs 9 group elements for checking
the equality of credentials on each side. Thus, PAAS2 will
incur approximately 72 group operations in total. We simply
consider one attribute situation in PAAS3 for simplicity. With the
additional 15 group elements in NIZK and 5 on the ciphertext,
PAAS3 totally consists of 94 group elements. Comparing to the
the time spent on the computation of group elements, we omit
the other kind of computational cost in PAAS3. All the timing
reported are averaged over 100 randomized runs. Our results on
the cases of more than one attribute will be provided in the full
version of this work.
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Fig. 2. Computation cost for single attribute.

VI. CONCLUSION

In this paper, we propose a framework of privacy-preserving
attribute-based authentication system in eHealth networks. Our
framework applies the non-interactive proof system as the basic
building block, in which we give formal definitions of four
progressive privacy levels. The attribute-based authentication
schemes designed for higher privacy levels preserve the more pri-
vacy on attributes and attribute values, but cost more computation
and communication resources. Based on the security analysis, we
show that our scheme satisfies both the verifiability and privacy
of attributes and attribute values. According to experimental
results, the efficiency of different privacy levels is acceptable
for laptops.
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