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Abstract—Reducing the carbon footprint of data centers is becoming a primary goal of large IT companies. Unlike traditional energy
sources, renewable energy sources are usually intermittent and unpredictable. How to better utilize the green energy from these
renewable sources in data centers is a challenging problem. In this paper, we exploit the opportunities offered by geographical load
balancing, opportunistic scheduling of delay-tolerant workloads, and thermal storagemanagement in data centers to facilitate green energy
integration and reduce the cost of brown energy usage. Moreover, bandwidth cost variations between users and data centers are
considered. Specifically, this problem is first formulated as a stochastic program, and then, an online control algorithm based on the
Lyapunov optimization technique, called Stochastic Cost Minimization Algorithm (SCMA), is proposed to solve it. The algorithm
can enable an explicit trade-off between cost saving and workload delay. Numerical results based on real-world traces illustrate
the effectiveness of SCMA in practice.

Index Terms—Data center, energy management, thermal storage, load scheduling, Lyapunov optimization

Ç

1 INTRODUCTION

TO provide Internet-scale services such as social net-
working and web search with low latency and high

reliability, Internet-service companies usually build multi-
ple data centers distributed across different geographical
locations. These data centers consume large amounts of
electricity for powering both their IT equipments and
cooling infrastructures. According to [1], the electric energy
consumption of data centers for Internet applications
accounts for 1.3 percent of the worldwide electricity usage
in 2010 and this fraction is expected to increase to 8 percent
by 2020. Therefore, intensive efforts have been made by
Internet-service companies to reduce the electricity cost in
their data centers.

Meanwhile, Internet-service companies are increasingly
interested in becoming ‘‘sustainable’’, which requires them
to reduce the environmental impact (i.e., carbon footprint)
besides the financial impact (i.e., electricity cost) of their
data centers. As shown in [2], two thirds of the worldwide
electricity drawn from the utility grid is generated by
fossil-fuel generators, such as coal, or gas plants, which

emit much more carbon than renewable generators such as
wind turbines and solar panels. With the decreasing cost of
building renewable generators, they are becoming increas-
ingly attractive options for powering data centers, espe-
cially when the renewable energy is supported by
government incentives.

However, unlike the traditional brown energy drawn
from the utility grid, green energy from renewable sources,
especially wind and solar, is intermittent and uncontrollable,
which presents a great challenge for data centers to effectively
utilize them. The challenge is, in essence, the difficulty in
instantaneously balancing of energy supply and demand.
Large-scale electric energy storage, mainly batteries, can
resolve this difficulty, but it is still prohibitively expensive.

To help integrate green energy into data centers,
geographical load balancing [3], [4] has been proposed to
utilize the agility of geographically distributed data centers
by directing more user requests to places where renewable
energy is abundant. Although geographical load balancing
is useful, there are two more opportunities that can be
exploited to further facilitate renewable energy integration
in data centers. One observation is that data centers usually
support a wide range of IT workloads, including both
delay-sensitive, interactive applications such as web
browsing and searching, and delay-tolerant, batch applica-
tions such as scientific computation and massively parallel
and data intensive computational jobs. The interactive
workload differs from the batch workload in the following
two aspects. First, the computational requirement of the
interactive workload is usually small, while the batch
workload requires much larger computational capability.
Second, while the performance metric appropriate to the
interactive workload is the response time, for the batch
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workload, it is the total throughput within some time
period. The delay-tolerant property of batch workloads can
be exploited to increase the renewable energy utilization by
delaying their services to periods when renewable sources
are abundant without exceeding their execution deadlines.

Another observation is that a large portion of the power
consumption in a data center comes from the cooling
infrastructure. Although large-scale electric energy stor-
age, such as batteries, is very expensive, thermal storage is
much cheaper, and can be leveraged to reduce the cooling
energy cost. In fact, Apple has already deployed a chilled
water storage system as the thermal storage facility in its
green data center in Maiden, NC [5]. With the time-varying
properties of wholesale electricity price and renewable
energy generation, thermal storage can store some green
energy from renewable generators or cheap brown energy
from the utility grid first. Later, when the electricity price is
high or the green energy is unavailable, the stored energy
can be released to help cool the data center, therefore,
reducing the electricity bill.

With the above observations as context, we explore the
problem of joint geographical load balancing, delay-tolerant
workload scheduling, and thermal storage management for
green energy integration in geographically distributed data
centers. In additional to the brown energy cost, we also take
into account the bandwidth cost between cloud users and data
centers. The objective is to minimize the total operating cost of
serving delay-tolerant workloads. To tackle the randomness
in renewable generations, workload arrivals, and electricity
prices, we formulate the problem as a stochastic program
and propose an efficient online algorithm, called Stochastic
Cost Minimization Algorithm (SCMA), with provable
performance guarantee based on the Lyapunov optimiza-
tion framework [6]. In summary, the contributions of our
work are as follows:

. By taking into account the delay-tolerant workloads
and thermal storage, we formulate a stochastic
optimization problem to minimize the total energy
plus bandwidth cost of geographically distributed
data centers with renewable generation.

. We propose an online distributed control algorithm
SCMA to solve the problem without the require-
ments of knowing the detailed statistics of under-
lying randomness.

. Our proposed algorithm enables an explicit trade-
off between workload delay and cost saving, which
can be flexibly adjusted by a control parameter V ,
making it an attractive control policy for data center
operators with different applications.

. Through extensive numerical evaluations using
real-world traces of renewable generation, workload
arrival, and wholesale electricity price, we demon-
strate the effectiveness of SCMA.

The remainder of this paper is organized as follows.
Section 2 reviews some related work. In Section 5, models
on workloads, renewable generation, thermal storage, and
total operating cost are first presented and then, a
stochastic optimization problem is formulated. We propose
an algorithm called SCMA to solve it in Section 4. The
analytical performance results of SCMA are described in

Section 5. We present the numerical evaluation results
based on real-world traces in Section 6. Finally, Section 7
concludes the paper.

2 RELATED WORK

2.1 Renewable Energy Usage in Data Centers
Renewable-powered data centers are receiving more and
more attention both in industry [5], [7] and in academia [3],
[4], [8], [9]. Previous studies [3], [4] explore the feasibility
and benefits of using geographical load balancing for delay-
sensitive interactive workloads to facilitate the inte-
gration of renewable sources into data centers. Scheduling
of delay-tolerant batch workload and energy storage to
help integrate renewable sources into a data center with
on-site renewable generation is discussed in [8]. System
implementation issues with renewable energy-aware batch
workload scheduler is discussed in [9] and prototypes are
built to show the effectiveness of these job schedulers.
However, all the aforementioned papers either consider
a single data center, a single class of application, no
energy/thermal storage facility, only delay-sensitive inter-
active workloads, or assume perfect future information. In
contrast, our work jointly manages delay-tolerant work-
loads with thermal storage facilities in geographically
distributed data centers having on-site renewable genera-
tions without future information.

2.2 Electric/Thermal Storage in Data Centers
Use of electric energy storage devices such as uninterrup-
tible power supply (UPS) units to help reduce electricity
cost is considered in [10], [11], [12]. However, batteries such
as UPS units are quite expensive and cannot be overused
since frequently charging and discharging severely impacts
their lifetimes. On the other hand, thermal storage is much
cheaper and can be utilized to reduce the cooling cost in
data centers as shown in [13]. Therefore, in our work, we
utilize the thermal energy storage to help reduce the cooling
cost of data centers rather than assume the electric energy
storage unit as in previous work [10], [11], [12].

2.3 Energy Cost Minimization in Data Centers
Reducing the electricity cost of Internet data centers has
been the focus of a lot of research work in the past decade
(see the most recent ones [12], [14], [15], [16], [17] and
references therein). One direction is to reduce the amount
of energy usage in data centers. Two main approaches exist
along this direction: achieving power-proportionality and
lowering energy overhead. Power-proportionality means
consuming power directly proportional to the utilization
level, which can be achieved by dynamic voltage/frequency
scaling (DVFS), or dynamic capacity provision (DCP). The
energy overhead of a data center is measured by the power
usage effectiveness (PUE) metric, which denotes the ratio of
the total facility power consumption to the IT equipment
power consumption. Various schemes, such as advanced
cooling methods and direct current power infrastructure,
have been designed to lower the PUE. Another direction is
to use geographical load balancing to exploit the diversity
of electricity prices in multiple data centers, where more
interactive requests would be routed into data centers with
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lower electricity prices or more renewable energy. However,
most of the previous efforts mainly focus on the interactive,
delay-sensitive workloads. Delay-tolerant workload schedul-
ing is also considered in [16], [17], [18], but these papers do
not consider on-site renewable energy generation or thermal
storage. In [19], we only consider the energy cost minimization
in a data center with renewable energy generation and
thermal storage. However, neither the bandwidth cost nor
the thermal storage cost is considered.

2.4 Bandwidth Cost Minimization in Data Centers
Traffic engineering in data centers for efficient network
utilization has been discussed in [20], [21], [22]. These papers
mainly focus on VM placement or migration in data centers
to reduce bandwidth cost while ignoring many aspects of
energy cost. These studies are complementary to our work in
the sense that the network-aware job placement algorithms
within a single data center can be exploited after our algorithm
determines the jobs to be routed to each data center.

3 MODELING AND OPTIMIZATION

We consider a cloud service provider (CSP) having
multiple geographically distributed data centers, each
with on-site renewable generators and thermal storage.
The typical cloud network architecture of a CSP is depicted
in Fig. 1, in which there are several front-end proxies near
the clients and multiple back-end remote data centers in the
cloud. Assume that there are M proxies and each of them
is responsible for a geographically concentrated source of
requests such as a city. The proxy directs user requests to N
data centers of the CSP in the cloud. Due to the spatial
diversity, traffic between different pairs of proxy and data
center goes through different ISPs and therefore, incurs
different bandwidth costs. The sustainable data center we
consider in this paper is illustrated in Fig. 2, which is
explained in detail as follows. We consider a discrete-time
system with time denoted by t ¼ 0; 1; 2; . . ..

3.1 The Workload Model
There are many different workloads in data centers. In
general, they can be divided into the following two
categories: delay-sensitive interactive workload and delay-
tolerant batch workload [8]. Delay-sensitive interactive
workloads such as web services usually process real-time
user requests, which have to be completed within a certain
time, i.e., there is a maximum response time. Some batch
workloads such as scientific applications, simulations, or
MapReduce jobs [23] are often delay-tolerant in the sense
that they can be scheduled to run at any time as long as the
jobs are completed before the deadline, i.e., there is a
maximum completion time. Since interactive workloads
have higher priority, they are usually provisioned first. In
this paper, we focus on computation-intensive batch work-
load management, assuming that the management of
interactive workloads has been determined by previous
schemes [3], [24].

Consider C types of jobs or service requests in the delay-
tolerant workloads. Each type may correspond to a specific
application. Assume that all jobs are computation-
intensive, and the CPU resource is the bottleneck resource.
That is, a job is executed whenever the CPU resource is
allocated to it. A job is represented by a tuple: ðc; dc; ncÞ,
where c denotes the application type, dc denotes compu-
tation demand (i.e., job length) in terms of the processor
cycles, and nc denotes the communication demand in terms
of the transmitted data size between the cloud and the
client. We assume that jobs of different types have different
IT resource requirements (e.g., CPU, memory, storage, and
network) and jobs of the same type have the same IT
resource requirements.

A job or service request first arrives at the front-end
proxy j. The proxy is near the clients and acts as a workload
router. The proxy would decide which back-end data
center the job request should be routed to for processing.
We assume no data buffering at the proxy so that whenever
a request arrives at the proxy, it would be routed to a data
center for processing immediately. Denote the number of
type c jobs arriving at proxy j in time t as Wc

j ðtÞ. The job
arrival rate vector at time t is denoted as WðtÞ ¼ ðWc

j ðtÞ; 8c; jÞ
and the time-average rate of such an arrival vector is de-
noted as ! ¼ EfWðtÞg. We assume that the total arrival

Fig. 1. Typical cloud network architecture of a CSP.

Fig. 2. Block diagram of a sustainable data center.
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rate of type c jobs is bounded by a finite positive constant
Wc

max. That is,

XJ
j¼1

Wc
j ðtÞ �Wc

max; 8c; t: (1)

We use �cijðtÞ to denote the number of type c jobs that is
routed from proxy j to data center i in time t, and use
LcjðtÞ ¼ ð�cijðtÞ; 8iÞ to denote the routing vector for type c
jobs at proxy j. In every time period t, LcjðtÞmust draw from
some feasible routing set Lc

jðtÞ, which includes, but is not
limited to, the following constraints:

XN
i¼1

�cijðtÞ ¼Wc
j ðtÞ; 8c; j; t (2)

�cijðtÞ � 0; 8c; i; j; t: (3)

Additional constraints can be added into the feasible set
Lc
jðtÞ to model other practical considerations. For example,

if jobs of application c from proxy j can only be routed into
a set of data centers Icj due to security concern, then we
have �cijðtÞ ¼ 0; 8i 62 Icj . If a job contains several tasks which
need to communicate with each other during the proces-
sing, we may need to place the whole job inside one data
center to reduce the inter-DC traffic, which is much costlier
than the intra-DC traffic. Then, �cijðtÞ should be an integer
value. Other practical constraints can be formulated into
the set Lc

jðtÞ similarly.
Denote the queue length of type c jobs at the back-end

data center DCi as Qc
i ðtÞ. Then, we have the following

queue dynamics:

Qc
iðtþ 1Þ ¼ max Qc

i ðtÞ � xciðtÞ; 0
� �

þ
XM
j¼1

�cijðtÞ; (4)

where xci ðtÞ is the number of type c jobs processed at data
center i in time t. For each data center i, denote the
processing speed of the server as �i and the total number of
servers for serving delay-tolerant workloads as ITi. Since
the processed workload cannot exceed the maximum
available computing resources, we have

XC
c¼1

xci ðtÞdc � ITi�i; 8i; t: (5)

Note that in the formulation above, we implicitly
assume that the jobs can be perfectly parallelized and are
tolerant to interruption during running time. The jobs we
consider in this work are the same as the jobs that can be
supported by the Amazon EC2 spot instances [25], which
are time-flexible and interruption-tolerant. We need to
control the system so that the queues in the system are
stabilized according to the following definition:

Q ¼D lim sup
T!1

1

T

XT�1

t¼0

XN
i¼1

XC
c¼1

E Qc
i ðtÞ

� �
G 1: (6)

3.2 The Renewable Generation Model
There are several possible approaches for Internet-service
companies to utilize renewable energy in their data centers

[26], where power purchasing agreement (PPA) and on-site
renewable generation are two commonly used methods
in industry now. In the first approach, the data center
operator negotiates a long-term PPA with a renewable
energy producer, and directly purchases a certain amount of
the green energy generated by the producer at a negotiated
price. Renewable energy certificates (RECs) are kept by the
data center operator as the proof of its green energy usage. For
example, Google has contracted to purchase 114 MW of wind
power for 20 years from a wind project in Iowa to power its
data center there [7]. The second approach is to build on-site
renewable generators near data centers, which can reduce
the transmission and distribution losses. For example,
Apple is building the nation’s largest end user-owned
solar array (40 MW) and also, the largest nonutility fuel
cell installation (5 MW) in the US at its new data center
in Maiden, NC [5]. These on-site renewable generators will
provide over 60 percent of the clean power it needs. In this
paper, we focus on the second approach because it has a
more direct impact on ‘‘greening’’ data centers.

Denote the amount of on-site renewable energy generated
at data center DCi during period t as riðtÞ. Since renewable
energy sources, mainly solar or wind, are highly intermit-
tent, time-varying, and uncontrollable, they may vary a lot
even within one period (e.g., 10 mins) in our scenario. In
practice, as observed in [10], data centers usually have
excess energy storage capability in UPS units, which can
provide such a ‘‘smoothing’’ function. Under this assump-
tion, the renewable generation can be regarded as being
constant during one time period.

3.3 The Thermal Storage Model
As explained in [13], there are basically two kinds of
thermal storage technologies used in data centers. One is
the inherent thermal masses in a data center such as the
cold air and the raised metal floor. They can be over-cooled
to a lower temperature by the CRAC system first, and
absorb heat later as a cooling unit. The other is the
dedicated thermal storage system. Thermal energy storage
systems commonly use chilled liquid or ice to act as a
thermal battery, enabling a data center operator to run air
conditioners at night (when rates are lower) and during the
day, pump the chilled liquid around the facility for cooling.
While there is no extra capital cost for the first approach, its
capacity is usually limited and therefore, it is only suitable
for short-term storage. In this paper, we consider the
second approach, where each data center has a chilled
liquid/ice storage system besides the CRAC cooling
system. Note that our thermal storage-based approach is
orthogonal and supplementary to other approaches, such
as DC power distribution and seawater cooling, used for
reducing the cooling cost of data centers.

For each data center i, denote by Smax
i the capacity of the

thermal storage, by SiðtÞ the energy level at period t, by
sþi ðtÞ the energy stored (i.e., charged) into the thermal
storage system in period t, and by s�i ðtÞ the energy released
(i.e., discharged) from the thermal storage system in period
t. In practice, there is conversion loss during the energy
conversion process. Without loss of generality, we assume
the conversion loss only happens in the charging process
and denote the round-trip efficiency of the thermal storage
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system at data center i as �i G 1. Then, SiðtÞ would denote
the usable energy in the thermal storage and has the
following dynamics at data center i:

Siðtþ 1Þ ¼ SiðtÞ þ �isþi ðtÞ � s�i ðtÞ: (7)

Also, each thermal storage usually has an upper bound on
the charge rate, denoted by sþi;max, and an upper bound on
the discharge rate, denoted by s�i;max. That is,

0 � sþi ðtÞ � sþi;max; (8)

0 � s�i ðtÞ � s�i;max: (9)

We also define sþmax ¼
D

maxi s
þ
i;max as the maximum charge

rate of thermal storage systems at all data centers.
Within one control period, the thermal storage can be

either charged or discharged, but not both [10]. That is,

sþi ðtÞ 9 0) s�i ðtÞ ¼ 0; s�i ðtÞ 9 0) sþi ðtÞ ¼ 0: (10)

However, we will temporarily ignore this constraint and
decide the optimal charge/discharge control actions. Later,
we will construct the control decisions that can meet that
constraint without performance degradation.

For each time period, we need to ensure that the thermal
energy level in data center i always satisfies the following:

0 � SiðtÞ � Smax
i : (11)

Note that some thermal storage systems may have a nonzero
minimum energy level requirement to protect the lifetime of
their system. Without loss of generality, we assume that the
minimum energy level is zero while Smax

i denotes the usable
thermal storage capacity. The initial energy level in data center
i is assumed to be Sið0Þ 2 ½0; Smax

i �.
Since the excessive usage of thermal storage would

impact its lifetime and reliability, as with [27], the loss of
the thermal storage value is modeled as a cost which is
proportional to the recharged energy with a factor �i. That
is, the operating cost of using thermal storage at data center
i in period t is �is

þ
i ðtÞ.

3.4 The Cost Model
Besides the cost of using thermal storage systems as described
before, there are two other parts of the total operating cost: one
is the energy cost used to serve the workload in data centers
and the other is the bandwidth cost between the clients near
the proxies and the data centers in the cloud.

To incentivize the usage of green energy from renewable
generators, we assume that the marginal cost of renewable
generation is zero so that the data centers should utilize it
as much as possible. The cost of traditional brown energy
drawn from the utility grid depends on the wholesale
electricity market and is both spatially and temporally
varying. Denote by piðtÞ the brown energy price bought
from the wholesale electricity market at data center DCi in
period t. It is both time-varying and location-dependent.
We assume that 0 � piðtÞ � pmax

i for all periods t and
pmax
i 9 �i=�i.

1

The power consumption of a server in data center i can
be approximated to be linearly related to the average CPU
utilization as follows [28]:

ð1� �ÞPidle
i þ �Pbusy

i (12)

where Pidle
i is the power consumption when the server is in

idle state, � 2 ½0; 1� is the average CPU utilization level, and
Pbusy
i is the power consumption when the server is busy.

Therefore, given the service rate xci ðtÞ for type c jobs at
period t and the maximum available active server numbers
ITi, the IT power consumption for data center i is

EiðtÞ ¼ ITiP
idle
i þ

P
c x

c
i ðtÞdc
�i

P busy
i � Pidle

i

� �
: (13)

Denote by fiðtÞ the corresponding cooling energy usage
in data center i during time t. Since we focus on the thermal
storage in this paper, we assume that the discharged power
from the thermal storage cannot be greater than the cooling
demand2, i.e.,

s�i ðtÞ � fiðtÞ � 0: (14)

In practice, fiðtÞ may be a convex function, depending on
the specific cooling infrastructures such as CRAC and air
cooling systems [8]. For simplicity of analysis, we assume
that fiðtÞ is a linear function of the total IT power
consumption in the following form:

fiðtÞ ¼ �iEiðtÞ; (15)

where �i is a factor to represent the power usage efficiency
of data center. On average, �i is around 1 for the data center
industry [7]. That is, for every watt of IT power, an
additional watt is consumed to cool and distribute power
to the IT equipment. Although intensive research has been
done to reduce the power usage efficiency of data centers,
energy storage has appeared as an attractive mechanism
quite recently [10], [12]. Note that our framework is quite
general and can incorporate more practical cooling models
such as [8]. With the above models, the energy cost plus the
thermal storage operating cost of data center i in period t is
as follows:

EiðtÞ ¼ piðtÞ ð1þ �iÞEiðtÞ þ sþi ðtÞ � s�i ðtÞ � riðtÞ
� �þ

þ �is
þ
i ðtÞ: (16)

Meanwhile, there is bandwidth cost involved for the
communication between the jobs routed into the data
center and the client near the proxy. In this paper, we use
the following linear bandwidth cost model to represent the
bandwidth cost between the clients and the cloud:

BijðtÞ ¼
XC
c¼1

bij�
c
ijðtÞnc; (17)

where bij is the bandwidth cost coefficient between proxy j
and data center i. Note that nc is the communication

1. Note that this assumption represents that there is opportunity to
utilize storage for cost reducing.

2. Note that for a electric energy storage, the discharged power can
also be used to power the servers, therefore, eliminating the constraint
(14). Our framework and the proposed techniques are still applicable to
the case of electric energy storage systems with minor modification.
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demand between the cloud and the client. Different pairs
of proxy and data center have different bandwidth cost.
More practical bandwidth charging model based on 95-th
percentile bandwidth usage may be modeled similarly and
would be our future investigation. We define bmax ¼D maxij bij
as the maximum bandwidth cost coefficient between any
pair of proxy and data center. The total operating cost of
serving delay-tolerant workloads for a CSP in time period t
is
PN

i¼1 EiðtÞ þ
PN

i¼1

PM
j¼1 BijðtÞ.

3.5 Problem Formulation
In this paper, we are interested in minimizing the time-
average total operating cost for serving the delay-tolerant
workloads over a large time horizon. Therefore, the control
problem can be stated as follows: for the dynamic system
defined by (4) and (7), design a control strategy which, given
the past and the present random renewable supplies,
workload arrivals, and electricity prices, chooses the work-
load routing decisions L, the thermal storage decisions sþ

and s�, and the IT resource allocation decisions x such that
the time-average total operating cost for serving delay-
tolerant workloads is minimized. It can be formulated as the
following stochastic optimization:

min
L;x;

sþ ;s�

: g ¼ lim sup
T!1

1

T

XT�1

t¼0

E
XN
i¼1

EiðtÞ þ
XN
i¼1

XM
j¼1

BijðtÞ
( )

; (18a)

s:t:

xci ðtÞ � 0;
XC
c¼1

xci ðtÞdc � ITi�i; 8c; i; t (18b)

Siðtþ 1Þ ¼ SiðtÞ þ �isþi ðtÞ � s�i ðtÞ; 8i; t (18c)

0 � SiðtÞ � Smax
i ; 8i; t (18d)

0 � sþi ðtÞ � sþi;max; 8i; t (18e)

0 � s�i ðtÞ � s�i;max; 8i; t (18f)

s�i ðtÞ � fiðtÞ � 0; 8i; t (18g)

�cijðtÞ; 8i
� �

2 Lc
jðtÞ; 8c; j; t (18h)

Q G 1: (18i)

Here (18b) means that the total allocated IT resources cannot
exceed the IT capacity. (18h) denotes that the workload
admission and routing vectors should be within the feasible
set, which depends on the real application. (18i) ensures that
the average total queue length for buffering delay-tolerant
jobs is finite so that the dynamic system is stable.

One challenge of solving the problem above is the
constraint (18d), which brings the ‘‘time-coupling’’ property
to the control decisions. Specifically, the current control
decisions sþi ðtÞ, s�i ðtÞ will have an impact on the future
control decisions. In the later part, we will design a ‘‘virtual
energy queue’’ to remove this ‘‘time-coupling’’ property
while also ensuring the constraint (18d).

4 ALGORITHM DESIGN

In this section, we design an online algorithm based on the
Lyapunov optimization technique [6] to solve the stochastic
optimization problem above. Because of the time-coupling
constraint (18d), Lyapunov optimization technique cannot

be applied directly. In the following, we first consider a
relaxed problem, which fits into the framework of Lyapunov
optimization. Then, we design our algorithm based on the
insights provided by this relaxed problem.

4.1 Relaxed Problem
Denote the time-average expected charge and discharge
rate of thermal storage i, respectively, as follows:

sþi ¼ lim sup
T!1

1

T

XT�1

t¼0

E sþi ðtÞ
� �

; (19)

s�i ¼ lim sup
T!1

1

T

XT�1

t¼0

E s�i ðtÞ
� �

: (20)

According to the dynamics of thermal storage energy level
(7), in order to ensure 0 � SiðtÞ � Smax

i for all t, we must
have the following equation:

�is
þ
i ¼ s�i : (21)

Therefore, we have the following relaxed problem:

min
L;x;

sþ ;s�

: g ¼ lim sup
T!1

1

T

XT�1

t¼0

E
XN
i¼1

EiðtÞ þ
XN
i¼1

XM
j¼1

BijðtÞ
( )

; (22)

subject to constraints (18b), (18e), (18f), (18g), (18h), (18i),
and (21).

The optimal solution to the relaxed problem above is
easy to characterize based on the framework of Lyapunov
optimization, which is described in the following theorem.
Theorem 1 (below) shows that we can achieve the
minimum time average operating cost for a given workload
arrival rate vector W using a stationary, randomized
algorithm. The algorithm only chooses control decisions
according to a fixed probability distribution that depends
on the system state ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8i; j; cÞ, but is inde-
pendent of ðQc

i ðtÞ; EiðtÞ; 8i; cÞ. In Theorem 1, 6 denotes the
capacity region of the system, which is the closure of sets of
rates W for which there exists a joint geographical load
balancing, workload scheduling, and storage management
algorithm that can ensure the queue stability (6).

Theorem 1. If the vector ðriðtÞ; piðtÞ;Wc
j ðtÞ; 8i; j; cÞ is i.i.d. over

periods, then, for any arrival rate vector W ¼D EfWðtÞg 2 6,
there exists a stationary, randomized control policy that chooses
control decisions ~�

c

ijðtÞ, ~xci ðtÞ, ~sþi ðtÞ and ~s�i ðtÞ, based solely on
the value of ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8i; j; cÞ irrespective of queue
information while satisfying all constraints of the relaxed
problem and providing the following guarantees:

E
XM
j¼1

~�
c

ijðtÞ � ~xci ðtÞ
( )

¼ 0; 8i; c; t (23)

E �i~s
þ
i ðtÞ

� �
¼E ~s�i

� �
; 8i; t

(24)

E
XN
i¼1

~EiðtÞ þ
XN
i¼1

XM
j¼1

~BijðtÞ
( )

¼ g�relðWÞ; 8t (25)
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where the expectations are w.r.t. the randomness in
ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8i; j; cÞ and possibly, randomized control
decisions, and g�relðWÞ is the optimal objective value of the
relaxed problem (22) given an arrival rate vector W.

Proof. The result follows from Theorem 4.5 of [6] and is
proved by using the Caratheodory’s theorem. It is
omitted here for brevity. g

Denote the optimal objective value of the original
problem (18) as g�ðWÞ given an arrival rate vector W.
Obviously, g�relðWÞ � g�ðWÞ. Let

A1 ¼D
XC
c¼1

Wc
maxbmaxnc

þ
XN
i¼1

XN
i¼1

pmax
i ð1þ �iÞITiP

busy
i þ ðpmax

i þ �iÞsþi;max

( )
:

(26)

From the bounds we assumed before, we have g � A1

for any feasible control policy subject to constraints (18b),
(18e), (18f), and (18h). Instead of solving the relaxed
problem, we will use the existence of such an optimal
policy to help us design our control policy that meets all
constraints of the original problem (18), and derive the
performance of our algorithm.

4.2 The Stochastic Cost Minimization
Algorithm (SCMA)

The idea of our algorithm is to construct a Lyapunov-based
control algorithm for determining the optimal workload
routing, scheduling, and thermal storage management
scheme.

First, we define a Lyapunov function as follows:

LðtÞ ¼D 1

2

XN
i¼1

XC
c¼1

Qc
i ðtÞ

� 	2þ SiðtÞ � �ið Þ2
" #

; (27)

where �i is a constant to be specified later. Now define
KðtÞ ¼D ðQc

i ðtÞ; SiðtÞ; 8i; cÞ, and define a one-period condi-
tional Lyapunov drift as follows:

rðtÞ ¼D E Lðtþ 1Þ � LðtÞjKðtÞf g: (28)

Here the expectation is taken over the randomness of
workload arrival, electricity price, and renewable genera-
tion, as well as the randomness in choosing the control
actions. Then, following the Lyapunov optimization
framework, we add a function of the expected cost over
one period (i.e., the penalty function) to (28) to obtain the
following drift-plus-penalty term:

rV ðtÞ ¼
D rðtÞ þ VE

XN
i¼1

EiðtÞ þ
XN
i¼1

XM
j¼1

BijðtÞjKðtÞ
( )

; (29)

where V is a positive control parameter to be specified
later. Then, we have the following lemma regarding the
drift-plus-penalty term:

Lemma 1. For any feasible action under constraints (18b),
(18e), (18f), (18g), and (18h) that can be implemented at period
t, we have

rV ðtÞ�A2þ
XN
i¼1

E ðSiðtÞ � �iÞ �isþi ðtÞ � s�i ðtÞ
� 	

jKðtÞ
� �

þ
XN
i¼1

XC
c¼1

E Qc
i ðtÞ

XM
j¼1

�cijðtÞ � xci ðtÞ
 !

jKðtÞ
( )

þV
XN
i¼1

E EiðtÞf gþV
XN
i¼1

XM
j¼1

E bij
XC
c¼1

�cijðtÞncjKðtÞ
( )

; (30)

where A2 is the constant given by the following:

A2 ¼
D XN

i¼1

max �is
þ
i;max

� �2
; s�i;max

� �2

 �

2

þ
XN
i¼1

XC
c¼1

Wc
max

� 	2þ ITi�i
dc

� �2
� 

2
: (31)

Proof. See the supplementary document which is available
in the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPDS.2013.278. g

We now present the SCMA formulation. The main design
principle of our algorithm is to choose control actions that
greedily minimize the R.H.S. of (30). Our algorithm can be
naturally decomposed into two parts: workload routing
and joint workload scheduling and storage management,
as follows:

Stochastic Cost Minimization Algorithm: Initialize V and
�i; 8i. At each period t, observe ðWc

j ðtÞ; riðtÞ; piðtÞ; 8i; j; cÞ
and KðtÞ, and do:

. Workload Routing: For each proxy j, choose the routing
vector ðð�cijÞ

�; 8iÞ for type c jobs as the solution to the
following problem:

min :
XN
i¼1

Qc
i ðtÞ þ Vbijnc

� 	
�cijðtÞ

s:t: �cij; 8i
� �

2 Lc
jðtÞ: (32)

. Workload Scheduling and Storage Management: For
each data center i, choose the workload scheduling
vector fðxciðtÞÞ

�; 8cg and thermal storage decisions
ðsþi ðtÞÞ

�
and ðs�i ðtÞÞ

� as the solution to the following
linear optimization problem:

Minimize :

�
XC
c¼1

Qc
iðtÞxci ðtÞ þ SiðtÞ � �ið Þ �isþi ðtÞ � s�i ðtÞ

� 	
þ Vyi;

s:t:

yi � piðtÞð1þ�iÞ
"PC

c¼1 x
c
i ðtÞdc

�i
P busy
i �Pidle

i

� �

þ ITiP
idle
i

#
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þ piðtÞ þ �ið Þsþi ðtÞ � piðtÞ s�i ðtÞ þ riðtÞ
� 	

;

yi � �isþi ðtÞ;

s�i ðtÞ � �i ITiP
idle
i þ

PC
c¼1 x

c
i ðtÞdc

�i
ðPbusy

i �Pidle
i Þ

" #
;

0 � sþi ðtÞ � sþi;max;

0 � s�i ðtÞ � s�i;max;

xci ðtÞ � 0; 8c;
XC
c¼1

xci ðtÞdc � ITi�i; (33)

where yi is a slack variable used to transform the
nonlinear operator ½��þ into linear ones.

. Queue Update: Update KðtÞ according to the dynamics
(4) and (7).

Note that when solving the problem (33), the resulting
optimal charge/discharge solution may not satisfy the
constraint (10). In this case, let H ¼D �iðsþi ðtÞÞ

� � ðs�i ðtÞÞ
� and

we define the actual thermal storage charge and discharge
rates as follows:

sþi ðtÞ
� 	0¼ H

�i
if H � 0,

0 otherwise.



(34)

s�i ðtÞ
� 	0¼ �H if H G 0,

0 otherwise.



(35)

We have the following lemma regarding the optimality of
the actual thermal storage charge and discharge rates:

Lemma 2. The thermal storage charge and discharge rates
ðsþi ðtÞÞ

0
and ðs�i ðtÞÞ

0 above is also an optimal solution
to the problem (33).

Proof. See the supplementary document which is available
online. g

Under the above actual charge/discharge decisions, we
present the following two properties of the structure of the
optimal solution to (33) that is useful in the performance
analysis.

Lemma 3. The optimal solution to (33) with the additional
constraint (10) has the following properties:

1. If SiðtÞ � �i 9 � V�i=�i, then ðsþi ðtÞÞ
� ¼ 0.

2. If SiðtÞ � �i G � VpiðtÞ, then ðs�i ðtÞÞ
� ¼ 0.

Proof. See the supplementary document which is available
online. g

4.3 Interpretation of SCMA
The detailed control decisions taken by SCMA are as follows:

. The complexity of solving the workload routing
problem (32) depends on the feasible set Lc

jðtÞ.
Usually, it has a threshold-based solution. For
example, suppose that the feasible set Lc

jðtÞ only
contains constraints (2), (3), �cijðtÞ ¼ 0; 8i 62 Icj , and

�cijðtÞ 2 Z. The optimal solution is the following
threshold-based policy: Let

i� ¼ arg min
i2Icj

Qc
i ðtÞ þ Vbijnc

� 	
: (36)

Then,

�cijðtÞ
� ��

¼ Wc
j ðtÞ if i ¼ i�,

0 if i 6¼ i�.



(37)

It means that all the jobs would be routed to the
data center with the shortest queue length or the
lowest bandwidth cost. The weights of the queue
length and the bandwidth cost are adjusted by the
parameter V .

. From the problem formulation (33), we can see that
SCMA will always use the renewable energy riðtÞ as
much as possible to serve queued workloads
irrespective of queue lengths and electricity prices
so that the first term in the objective is minimized
while the third term in the objective is unchanged.
WhenVpiðtÞð1þ �iÞdcðPbusy

i � Pidle
i Þ=�i G Qc

i ðtÞ, which
means that the electricity price is low enough or the
queue length for type c jobs is high enough, SCMA will
also use some brown energy to serve jobs of type c
if needed. For thermal storage management, when
SiðtÞ � �i 9 0, the stored energy in thermal storage will
be used to cool the data center, since there is enough
energy stored in it. Also, if the current electricity price
is low enough such that piðtÞ G ð�i � SiðtÞÞ�i=V � �i,
the thermal storage will store energy as much as
possible for later use to leverage the opportunity of
current low electricity price. The thresholds of charg-
ing or discharging depend on the current stored
energy level as well as the parameter V .

Note that SCMA only requires the knowledge of the
instantaneous values of system dynamics and can operate
online without requiring any knowledge of the statistics of
these stochastic processes. Moreover, each proxy or data
center solves its own optimization problem distributively,
where only the queue length information of data centers
needs to be exchanged between data centers and proxies.
Therefore, SCMA is easy to implement in practice.

5 PERFORMANCE ANALYSIS

In this section, we present the analytical performance
results for SCMA. Detailed numerical results are described
in the next section. First, we present the results when
ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8c; i; jÞ is i.i.d. stochastic process. Note
that according to the framework of Lyapunov optimization
[6], our results can also be extended to the more general
setting where ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8c; i; jÞ evolves according
to some finite state irreducible and aperiodic Markov
chain. Furthermore, our numerical simulation results in the
next section are based on the real-world traces without any
specific distribution assumption.

Theorem 2. Suppose that 0 G V � Vmax, where Vmax ¼D
minifðSmax

i � �is
þ
i;max � s�i;maxÞ=ðpmax

i � �i=�iÞg. Let
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�i ¼D Vpmax
i þ s�i;max and Qc

i ð0Þ ¼ 0; 8i; c. Then, under the
SCMA algorithm, we have the following:

1. The thermal energy queues satisfy the following for
all time tunder any arbitrary ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8c; i; jÞ
process:

0 � SiðtÞ � Smax
i ; 8i: (38)

2. If the vector ðriðtÞ; piðtÞ;Wc
j ðtÞ; 8c; i; jÞ is i.i.d. over

periods, and if there exists a constant 	 such that
Wþ 	1 2 6, then the total batch workload queue
length satisfies the following under any arbitrary
ðriðtÞ; piðtÞ;Wc

j ðtÞ; 8c; i; jÞ process:

Q � A1V þA2

	
: (39)

The time-average expected total operating cost
under the SCMA algorithm is within bound A2=V
of the optimal value:

�gSCMA � �g� þA2=V; (40)

where �g� is the optimal cost achieved by any feasible
control policy that can stabilize the queues, and A1,
A2 are constants given by (26) and (31), respectively.

Proof. See the supplementary document which is available
online. g

6 NUMERICAL EVALUATION

In the remainder of the paper, we evaluate the performance
of the SCMA under realistic traces. Our goal is threefold: (i)
to illustrate the benefits by jointly considering the thermal
storage, delay-tolerant workloads, and geographical load
balancing in data centers to reducing the operating cost; (ii)
to understand the impacts of various parameters on the
control decisions made by SCMA; and (iii) to understand
the trade-offs among cost reduction, workload delay, and
thermal storage capacity enabled by the SCMA.

6.1 Experimental Setup
In this part, we introduce the default settings that are used
throughout the evaluations unless otherwise stated. The
length of a control period is 10 minutes and the time-horizon
in the evaluations is 4000 periods.

6.1.1 Data Center Descriptions
We consider four data centers, one at the geographic center
of each city that is known to have Google data centers: New
York, Palo Alto, Chicago, and Houston. Moreover, we
assume that there is a proxy located near each data center.
The bandwidth cost bij between proxies and data centers is
set to be proportional to the distances between cities and
comparable to the energy cost. The number of available
active servers in each data center is taken to be ITi ¼ 350.
The energy consumption of each server during one period
at idle and busy state are set to be Pidle

i ¼ 100 W� 1=6 h; 8i
and Pbusy

i ¼ 250 W� 1=6 h; 8i, respectively. Without loss of
generality, the processing speed of each server is assumed
to be �i ¼ 1; 8i. The cooling efficiency of each data center is
set to be the average value of the data center industry as
�i ¼ 1; 8i. Notice that here, we assume the homogenous
settings of data centers in order to make the analysis of the
impacts of other factors (e.g., energy prices, renewable
availability, bandwidth cost) more explicitly.

6.1.2 Workload Description
As with [16], we choose MapReduce [23], which is a
popular type of computation-intensive workloads in data
centers, as the representative of delay-tolerant workloads.
We use the historical Hadoop (an open source implemen-
tation of MapReduce) traces on a 600-machine cluster at
Facebook [29] to calculate the average 10-min workload
arrivals. A portion of the workload trace during one day is
shown in Fig. 3a. The workload arrivals to each proxy are
shifted according to the time zone. We assume there are
two types of jobs, with job length dc ¼ f1; 0:5g and
communication demand nc ¼ f1; 0:5g. We assume that
half of the arriving requests belong to type 1 and the other
half belong to type 2. The workload traces are scaled such
that the peak demand can be supported entirely by its own
data center without delay.

6.1.3 Energy Price Description
We use the day-ahead hourly locational marginal prices
(LMPs) in wholesale electricity markets at the above four
data center locations. They are obtained from the publicly
available government sources [30], [31]. A portion of the
hourly electricity prices during the first 24 hours at these
locations is shown in Fig. 3b.

Fig. 3. Real-world traces used in evaluations. (a) 10-min average workload arrivals for one day [29]. (b) Hourly electricity prices in day-ahead markets
for one day at four locations [30], [31]. (c) 10-min average solar and wind energy generation for one week [32].
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6.1.4 Renewable Energy Description
We consider on-site wind generation at two locations (New
York and Chicago) and on-site solar generation at the other
two locations (Palo Alto and Houston). The traces of wind and
solar sources are obtained from [32] that has wind speed and
solar irradiance measurements every 10 minutes. The traces
are scaled properly so that the average renewable production
can meet half of the average power consumption at each data
center. A portion of solar and wind energy at two locations
during the first two days is depicted in Fig. 3c.

6.1.5 Thermal Storage Description
We assume each data center has installed a thermal storage
system. The maximum charge (discharge) rate sþi;maxðs�i;maxÞ
is set to be the peak cooling energy consumption during
one period. The round-trip charging efficiency �i is set to be
0.8. The storage operating cost factor ~�i and the storage
capacity Smax

i are parameters of which the impact on the
performance of SCMA will be investigated.

6.1.6 Algorithm Benchmarks
To provide benchmarks for the performance of SCMA, we
compare it with the following three baselines that either
approximate the current practice [33], or are proposed by
some recent work [16], [18].

. Baseline 1 (B1): No workload scheduling, no storage.
In this approach, the workloads are routed to the
nearest data center and served immediately without
any delay. This scheme is employed by many compa-
nies in practice so as to serve all the incoming work-
loads as soon as possible without any consideration
on energy price or renewable energy availability [33].

. Baseline 2 (B2): Renewable-oblivious workload
scheduling, no storage. This approach is very
similar to that proposed in the recent work [16],
which investigates jointly routing and scheduling
delay-tolerant workloads in multiple data centers to
leverage the opportunity of time-varying energy
price. However, no renewable energy or thermal
storage is taken into account in this scheme.

. Baseline 3 (B3): Renewable-aware workload sched-
uling, no storage. This approach is proposed in the
recent work [18] for cost minimization in a single
data center. Renewable energy availability and time-
varying energy price are considered but without
thermal storage. We modify its algorithm to incor-
porate routing decisions.

6.2 Numerical Results
The evaluation of SCMA will be organized as the following
aspects.

6.2.1 Cost Savings
Note that prior studies mainly focus on reducing energy
cost without considering the bandwidth cost for workload
routing. To evaluate the energy cost saving due to our
algorithm SCMA by leveraging delay-tolerant workloads,
thermal storage, and geographical load balancing, we first
assume that the bandwidth cost bij ¼ 0; 8i; j so that we can
focus on the energy cost. Since the performances of SCMA,
B2, and B3 all depend on the parameter V , for fair
comparison, we choose the parameter V in different schemes
such that the average delay of queued workloads in these
schemes are equal. Note that B1 has no delay. Moroever, the
SCMA is under the following parameter settings: the storage
operating cost factor �i ¼ 10; 8i and the storage capacity Smax

i

is assumed to be able to support the average cooling demand
of a data center for 10 hours. The result is shown in Fig. 4.
From the figure, we can observe that SCMA outperforms all
benchmark schemes. Specifically, by comparing SCMA with
B3, we can observe that thermal storage can indeed help
reduce the total electricity cost. Moreover, although B2
considers the time-varying electricity price, it is renewable-
oblivious and tries to serve workloads only when the
electricity price is low enough. Therefore, it wastes a lot of
renewable energy and performs the worst. This shows the
importance of renewable-aware workload management in
data centers with on-site renewable generation. Finally, by
comparing B3 with B1, we can see the advantage of delay-
tolerant workloads in improving renewable energy utilization
and reducing electricity cost.

Fig. 4. Average energy cost (in unit of dollars) comparison between
SCMA and baseline schemes.

Fig. 5. Average operating cost (in unit of dollars) comparison between
SCMA and baseline schemes.
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Then, we compare our algorithm SCMA with the base-
line schemes above while considering the bandwidth cost.
Obviously, the bandwidth cost of B1 is zero by our as-
sumption because it always routes all workloads to the
nearest data centers. The result of the average operating
cost for the other three algorithms is shown in Fig. 5. By
taking into account the different bandwidth costs between
proxies and data centers, our algorithm can achieve the
largest total operating cost saving. The importance of
network-awareness is clear from the figure above. Note that
B1 and B3 have similar operating cost since the bandwidth
cost of B1 is minimum although its energy cost is higher
than that of B3. B2 has the worst performance of operating
cost since both the energy cost and the bandwidth cost are
the highest among all schemes.

6.2.2 Trade-Off Between Cost and Delay
In this part, we focus on the trade-offs among delay, total
operating cost, and thermal storage capacity in SCMA.
We choose different V and observe the corresponding total
operating cost and average workload delay in SCMA. The
result is shown in Fig. 6. As we can observe from the figure,
with the increase of the parameter V , SCMA can get lower
total operating cost with trade-offs in the workload delay,
which validates the analytical performance results in Theorem
2. Note that by selecting a larger V , SCMA would be more
aggressively minimizing the operating cost, which may delay
more jobs to be served later when enough renewable energy is
available or energy price is low, causing larger queuing delay.

6.2.3 Impact of Storage Cost
To evaluate the impact of thermal storage cost on the
operating cost saving, we fix parameters V and Smax

i ; 8i, and
evaluate SCMA under different �i ¼ ½0; 5; 10; 15; 20; 25; 30�; 8i.
The result is shown in Fig. 7. We can observe that with the
increase of thermal storage cost factor �i, the operating cost
saving is smaller. When �i is very large, SCMA does not
use the thermal storage at all. However, even in this case,
there is still cost saving compared with B1 because of the
delay-tolerant workload scheduling and geographical load
balancing.

7 CONCLUDING REMARKS

In this paper, we studied the problem of joint network-
aware workload routing, delay-tolerant workload scheduling,
and thermal storage management to improve the renewable
energy utilization and reduce the time-average total operating
cost in data centers. We design an online control algorithm
called SCMA and demonstrate its effectiveness through
both analytical analysis and numerical evaluations. More-
over, SCMA provides an explicit trade-off between cost
saving and workload delay.
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