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Abstract—The energy efficiency of WiFi interfaces has become
a significant concern for battery-powered mobile stations. In WiFi
networks, a station’s backoff procedure is interrupted by other
stations’ channel activities to receive and decode useless packets
that are not intended for it, which consumes a non-negligible
amount of its energy. To reduce energy consumption induced
by such packet overhearing, we propose a novel transmission
scheme, DSS (Data Symbol Silence), which inserts silent data
symbols into the front part of a data packet at the physical
layer to encode information. By exploiting the wireless broadcast
advantage, the embedded information is received by neighboring
stations. Data symbol level energy detection is used to extract
the embedded information without receiving and decoding the
whole data packet. Thus, unintended receivers can quickly stop
useless packet receiving and processing. The SNR gap in current
WiFi networks is utilized to ensure the inserted silent data
symbols do not affect the correct decoding of the original data
packet. We analyze the minimum SNR required for effective DSS
and implement DSS to validate its feasibility. Compared with
the 802.11 standards, our studies show that DSS significantly
improves the energy efficiency of WiFi interfaces.

Index Terms—WiFi, energy efficiency, packet overhearing,
SNR gap, channel coding.

I. INTRODUCTION

W IFI has become a major approach to accessing the
Internet for mobile stations, such as laptops, smart-

phones, and tablets. However, WiFi network interface cards
(NICs) are power hungry while mobile stations are mostly
battery-powered. Previous works show that WiFi NIC imposes
a significant energy drainage on battery-powered mobile sta-
tions [2] [3]. Thus, enhancing the energy efficiency of WiFi
NIC is essential for extending mobile station’s battery life.

The power saving mode (PSM) is included in the IEEE
802.11 standards to reduce energy consumption of WiFi NICs.
When a station has no data packets to transmit, PSM allows
its WiFi NIC to enter sleep state and periodically wake
up to retrieve downlink data packets. Thus, PSM reduces a
station’s energy waste in waiting for unpredictable downlink
data packets. Various scheduling algorithms are proposed in
variants of PSM to determine when WiFi NIC needs to wake
up [4]–[6]. However, PSM and its variants are only suitable for
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the scenario where a station has no data packets to transmit.
When a station needs to transmit data, its WiFi NIC has to
stay in active state to contend for the channel. Therefore,
how to reduce WiFi NIC’s energy consumption during channel
contention periods is still a challenging task.
Packet overhearing accounts for a significant fraction of the

total energy consumption during channel contention [7] [8]. In
the IEEE 802.11 standards, the medium access control (MAC)
scheme is distributed coordination function (DCF) where
stations contend for the channel using carrier sense multiple
access with collision avoidance (CSMA/CA). Specifically, a
station randomly selects a backoff counter to conduct backoff
procedure before transmitting. The backoff counter decrement
process may be interrupted by other stations’ packet transmis-
sions. In this case, the station freezes its backoff counter and
stays in the active state because it itself may be the intended
receiver. As wireless channel has inherent broadcast nature,
the station can overhear other stations’ packet transmissions
even if it is not the intended receiver. In the current WiFi
standards, a station needs to receive and decode the whole
MAC frame1 before getting the destination address of the
MAC frame because there is no individual checksum field for
the MAC header and the common cyclic redundancy check
(CRC) locates at the end of a MAC frame [8]. Thus, the
station will waste energy to decode received packets at the
physical layer even if it is not the intended receiver. Since
the backoff freezing probability increases with the number
of stations in WiFi networks, the unnecessary energy waste
induced by packet overhearing becomes more significant.
To address the packet overhearing problem and avoid un-

necessary energy consumption, an intuitive solution is to let
unintended receivers stop receiving and processing a useless
packet, as early as possible. Moreover, if unintended receivers
have the knowledge of the packet transmission duration, they
can switch to a low power state and return to active state
before the packet transmission ends. Therefore, we need ef-
fective schemes to let the unintended receivers learn about the
extra information, destination address and packet transmission
duration as early as possible. Previous works [8] [9] add new
control fields in the MAC frame header so that the unintended
receivers only decode the MAC frame header to get the extra
information, which changes the existing MAC frame structure.
Legacy 802.11 stations cannot understand the modified MAC
frames. With this method, unintended receivers may not be
able to correctly decode the MAC frame header because they

1Throughout this paper, we use “MAC frame” and “data packet” inter-
changeably.
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may have worse channel conditions than the intended receiver
while the data rate of the MAC frame is selected according to
the intended receiver’s channel condition. Adopting dedicated
control packets [10] or adding a new physical preamble in
front of the MAC frame [2] [9] can ensure robust transmission
of the extra information to unintended receivers, but these
methods are at the cost of consuming extra channel resources.

The above observations motivate us to propose a nov-
el communication scheme so that the aforementioned extra
information can be conveyed concurrently with the unicast
data packet transmission without consuming extra channel
resources. This communication scheme is referred to as DSS
(Data Symbol Silence). Specifically, DSS intentionally erases
some data symbols by loading zero transmission power in the
front part of a data packet at the physical layer. The data
symbols erased by DSS are referred to as silent data symbols.
Unlike the traditional schemes, DSS embeds the extra infor-
mation into the intervals between adjacent silent data symbols.
Notice that DSS does not modify the existing data packet
structure defined in the IEEE 802.11 standards. Legacy 802.11
stations can communicate with stations employing DSS but
ignore the embedded information.

With DSS, stations only need to receive the front part of
data transmission at the physical layer to extract the embedded
information by data symbol level energy detection without
decoding the whole data packet. Thus, unintended receivers
can immediately abort useless packet receiving and processing
and switch to a low-power state to reduce unnecessary energy
waste. Different from the traditional broadcast scheme that
transmits dedicated broadcast packet at the lowest data rate,
the broadcast transmission achieved by DSS is overlaid on top
of the unicast data packet transmission, but the interpretation
of the embedded information in DSS is as robust as using
dedicated broadcast packet because physical layer energy de-
tection requires lower signal-to-noise ratio (SNR) than packet
decoding. Wireless broadcast advantage is the feature that the
signal transmitted by a station is received by all stations due to
the broadcast nature of wireless channel [11], which enables
neighboring stations to receive the embedded information.

In DSS, the silent data symbols are data symbol errors.
To ensure the correct decoding of the original data packet,
we exploit the SNR gap in WiFi transmissions to design
DSS. In WiFi networks, the most suitable data rate of a
data packet is selected to fight against transmission error
according to the intended receiver’s channel SNR. However,
the number of available data rates is limited in a practical
wireless communication system. As a result, the practical
data rate adjustment is discrete while the channel SNR is
continuous. Each data rate has a corresponding minimum SNR
required for selecting the data rate. Thus, there exists an
SNR gap between the actual channel SNR and the minimum
required SNR of the selected data rate, which results in the
number of bit errors induced by wireless transmission is less
than what the correcting capability of the adopted channel
coding can correct. Thus, the redundancy in the channel coding
is under-utilized, which can be exploited to correct the silent
data symbols that are intentionally introduced by DSS.

The free communications provided by DSS is opportunis-

tic because the value of the SNR gap varies with various
channel conditions and depends on the instantaneous channel
condition. Based on the knowledge of the intended receiver’s
channel SNR, the station deployed with DSS decides whether
to adopt DSS before transmitting. DSS is adopted as long as
the current SNR gap ensures DSS does not harm the correct
decoding of the original data packet. If the SNR gap is too
small to adopt DSS, the station deployed with DSS works
as a standard WiFi station without using DSS. Notice that the
WiFi stations deployed with DSS can coexist with the existing
WiFi stations that treat embedded information as noise and
work as usual. Thus, the communication scheme provided by
DSS is transparent to the existing WiFi stations, and DSS can
be directly integrated into the existing WiFi networks, which
maintains backward compatibility.
In this paper, the minimum SNR required for applying

DSS is theoretically analyzed. We evaluate the energy-saving
performance of DSS by simulations, and our results show that
compared with the IEEE 802.11a standard, DSS significantly
reduces energy consumption in packet overhearing.
The contributions of this paper are summarized as follows:
• We present an energy model for the IEEE 802.11 DCF

to show packet overhearing is a major source of the total
energy consumption during channel contention.

• We design DSS targeting at creating lightweight broad-
cast communications on the unicast data packet trans-
mission to reduce energy consumption induced by packet
overhearing without consuming extra channel resources.

• We theoretically analyze the minimum SNRs required
for applying DSS in various channel conditions and
implement DSS. We also conduct simulations to show
that DSS significantly reduces energy waste compared
with the IEEE 802.11 standards.

The rest of this paper is organized as follows. Section II
presents our proposed energy model for the IEEE 802.11 DCF.
Section III presents an overview of DSS. Section IV describes
the detailed design of DSS. Section V theoretically analyzes
the minimum SNR required for designing DSS. Section VI
evaluates DSS. Section VII reviews the related work. Finally,
Section VIII concludes this paper.

II. MOTIVATIONS

In this section, we motivate DSS by showing the impact of
packet overhearing on a station’s energy spent on channel con-
tention. An accurate energy model is proposed to decompose
the energy consumption into different components.

A. An Accurate Energy Model

Existing energy models [12] [13] for the IEEE 802.11 DCF
ignore the fact that there may be multiple channel activities
within a backoff freezing process, which fails to accurately
model the backoff freezing process where packet overhearing
occurs. Following the existing Markov models [14] [15], an
accurate energy model is proposed to investigate the energy
consumption caused by packet overhearing.
We consider a WiFi network with N saturated stations

including one tagged station and N − 1 non-tagged stations.
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All stations only have uplink transmissions without receiv-
ing packets from the access point (AP). According to DCF
employing truncated binary exponential backoff, in the ith
backoff stage, the contention window size Wi is defined as

Wi =

{
2iW0, i = 0, ...,m− 1,

2mW0, i = m, ..., L,
(1)

where W0 is the initial contention window size and L is the
maximum retry threshold before dropping a packet.

As in [14] [15], the probability τ that a station transmits is

τ =
1− pL[∑L

i=0

(
1 + 1

1−p

∑Wi−1
k=1

Wi−k
Wi

)
pi
]
(1− p)

=
1− pL[∑L

i=0

(
1 + Wi−1

2(1−p)

)
pi
]
(1− p)

,

(2)

where p is the collision probability. The p also represents the
backoff freezing probability that the tagged station that is being
in backoff procedure freezes its backoff counter due to other
stations’ channel activities. Given τ , we have [14]

p = 1− (1− τ)N−1. (3)

A function is established by equations (2) and (3), and we
can numerically solve τ and p by searching for the fixed
points of this function. Denote 1−(1−τ)N−1 in (3) as gp(τ).
The convergence of the fixed point iteration is proved in [16]
[17] by showing that g′p(τ) is bounded, where g′p(τ) is the
derivative of gp(τ) with respect to p.

Because of the N−1 non-tagged stations’ channel activities,
the tagged station’s backoff counter decrement process is
interrupted (i.e., backoff freezing) by a successful transmission
or a collision. We define ps and pc as the probability that
the backoff freezing is induced by a successful transmission
and a collision, respectively. Knowing p = ps + pc, we have
ps =

(
N−1
1

)
τ(1 − τ)N−2 and pc = p − ps. Within a backoff

freezing process where the tagged station freezes its backoff
counter, the channel activities (successful transmissions and
collisions) of non-tagged stations contribute to the tagged
station’s energy consumption due to packet overhearing. The
energy waste can be significantly large if interruptions to the
tagged station’s backoff procedure occur frequently.

The backoff freezing process caused by a successful trans-
mission means that exactly one non-tagged station is in-
volved in the successful transmission. After the non-tagged
station successfully transmits, it will randomly select a backoff
counter from [0,W0 − 1]. In this case, it may have another
successful transmission if its newly backoff counter is zero,
which is with the probability pss = 1

W0
. Thus, the average

number of successive successful transmissions during such a
backoff freezing process is 1

1−pss
. Let Eos denote the energy

consumed by the tagged station to overhear a successful trans-
mission not involving itself. The total energy that the tagged
station consumes during such a backoff freezing process is

As =
1

1− pss
Eos. (4)

On the other hand, the backoff freezing process caused by
a collision means that at least two non-tagged stations are

involved in the collision. After the collision ends, there may be
other channel activities during such a backoff freezing process,
which depends on the newly selected backoff counters of the
colliding stations. If only one of the colliding stations selects
zero as its new backoff counter, there is a successful trans-
mission after the collision, and the corresponding probability
is denoted by pcs. Given k colliding stations, the probability
that a colliding station selects zero as its new backoff counter
is δ =

∑L
j=0

1
Wj

η(j) where η(j) = pj(1 − p)/(1 − pL+1)
is the probability that a packet transmits successfully after
the jth retry. Obviously, pcs(k) =

(
k
1

)
δ (1− δ)

k−1. Then, we
get pcs =

∑N−1
k=2 P (k)pcs(k), where P (k) =

(
N−1
k

)
τk(1 −

τ)N−1−k is the probability that k out of N − 1 non-tagged
stations are involved in the collision. If all colliding stations
do not select zero as their new backoff counters, the channel
becomes idle (no transmissions) after the collision, and the
corresponding probability is pci =

∑N−1
k=2 P (k)pci(k) where

pci(k) = (1− δ)
k. If two or more out of the colliding

stations select the same backoff counter, there is another
collision after the collision, and the corresponding probability
is pcc =

∑N−1
k=2 P (k)(1− pcs(k)− pci(k)).

Within the backoff freezing process caused by a collision,
the average number of successive collisions and successful
transmissions are 1

1−pcc
and pcs

1−pcc

1
1−pss

, respectively. Let Eoc

denote the energy consumed by the tagged station to overhear
a collision not involving itself. The total energy that the tagged
station consumes during such a backoff freezing process is

Ac =
1

1− pcc
Eoc +

pcs
1− pcc

1

1− pss
Eos. (5)

Let U(j) =
∑j

i=0
Wi−1

2 be the average number of idle
backoff slots that the tagged station encounters before its
packet is transmitted successfully at the jth retry. Based on
(4) and (5), we derive the average energy spent on channel
contention as

E =

(
1

1− pcc
Eoc +

pcs
1− pcc

1

1− pss
Eos

)
pc

L∑
j=0

η(j)U(j)

+
1

1− pss
Eosps

L∑
j=0

η(j)U(j)

+ Ei

L∑
j=0

η(j)U(j)

+ Etc

L∑
j=0

jη(j) + Ets,

(6)

where Ei, Etc, and Ets are the energy that the tagged station
spends on an idle backoff slot, a collision, and a successful
transmission involving the tagged station, respectively, and∑L

j=0 jη(j) is the average number of collisions before a
packet of the tagged station is transmitted successfully.
In (6), Ei

∑L
j=0 η(j)U(j), Etc

∑L
j=0 jη(j), and Ets repre-

sent energy consumptions of the channel activities involving
the tagged station. The Ni =

∑L
j=0 η(j)U(j) is the num-

ber of idle backoff slots that the tagged station encounters
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Fig. 1. The numbers of various interruptions within a tagged station’s backoff
procedure.

before its packet is transmitted successfully. The numbers of
interruptions caused by collisions and successful transmissions
not involving the tagged station are Nc = pc

∑L
j=0 η(j)U(j)

and Ns = ps
∑L

j=0 η(j)U(j), respectively. Because of packet
overhearing, the tagged station’s extra energy consumption
Acpc

∑L
j=0 η(j)U(j) + Asps

∑L
j=0 η(j)U(j) is wasted to

receive and process useless packets not addressed to it, which
is caused by the N − 1 non-tagged stations’ channel activities
and can be decomposed into two parts. The one caused by
overhearing successful transmissions is

Bos =

(
pcs

1− pcc

1

1− pss
pc +

1

1− pss
ps

)
Eos

L∑
j=0

η(j)U(j),

(7)
and the other one caused by overhearing collisions is

Boc =
1

1− pcc
Eocpc

L∑
j=0

η(j)U(j). (8)

B. Analyzing Energy Waste in Packet Overhearing

In this subsection, we exploit the proposed energy model to
analyze energy consumption components based on the power
consumption parameters of a typical Atheros WiFi NIC [8].
Our results show that the most energy-consuming event is
overhearing other stations’ successful transmissions.

In Fig. 1, we plot Ni, Ns, and Nc under various numbers
of stations. More stations in a WiFi network means more
successful transmissions not involving the tagged station, so
there exist more interruptions within a backoff procedure of the
tagged station. We can clearly observe that Ns increases with
the number of stations. In a WiFi network with 15 stations,
the backoff procedure of the tagged station is interrupted
9.7 times on average due to non-tagged stations’ successful
transmissions before it successfully transmits a packet.

Let Wos and Woc denote the ratios of the energy con-
sumption caused by overhearing successful transmissions and
collisions not involved with the tagged station to the total
energy consumption, respectively. Let Wi, Wtc, and Wts

denote the ratios of the energy consumption caused by idle
backoff slots, successful transmissions and collisions involved
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Fig. 2. The fractions of various energy consumption components within the
backoff procedure used by the tagged station to successfully transmit a packet.

with the tagged station to the total energy consumption, respec-
tively. Fig. 2 plots the ratios of various energy consumption
components to the total energy consumption under various
numbers of stations. Fig. 2 confirms that the energy spent on
channel contention is dominated by Wos. For example, when
the number of stations is 15, each station spends 69.31% of
the total energy consumption on overhearing other stations’
successful transmissions while the fraction of energy spent
on overhearing collisions is the second source of energy
consumption and accounts for less than 10.56% of the total
energy consumption. Since it is difficult to extract information
from a colliding packet, DSS focuses on reducing energy
consumption caused by overhearing successful transmissions.

III. DSS DESIGN

A. Overview of DSS

In the current WiFi standards, the physical layer technique
adopts orthogonal frequency-division multiplexing (OFDM).
The design of DSS is based on OFDM that divides the wireless
channel into orthogonal subcarriers. For example, according
to the IEEE 802.11a standard, a wireless channel includes
64 orthogonal subcarriers, of which 48 subcarriers are data
subcarriers to carry data symbols in parallel. As shown in
Fig. ??, the 48 data subcarriers are numbered logically from
1 to 48. With OFDM, wireless channel resources are divided
into time-frequency resource blocks and the smallest resource
unit is a data symbol generated by a modulation scheme such
as BPSK, QPSK, or 16QAM. The duration of a data symbol,
i.e., a time slot, is 4 µs in IEEE 802.11a. In Fig. ??, a regular
data symbol is a complex value in the constellation diagram
of a modulation scheme.
To embed extra information into a data packet, DSS in-

tentionally erases a controlled number of data symbols on
48 data subcarriers. A data symbol (regular data symbol)
erased by loading zero transmit power is called a silent data
symbol and can be located with data symbol level energy
detection. In Fig. 3, a data symbol is denoted by Si,j where
i is the time slot index and j is the subcarrier index. S1,1

is a silent data symbol indicating the start of embedded
information. The number of regular data symbols between
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Fig. 3. The illustration of DSS based on the OFDM-based IEEE 802.11a. In
DSS, the intervals between silent data symbols are used to encode information.
DSS only needs two time slots (8 µs) to embed information.

two adjacent silent data symbols is defined as the interval
length that is used to encode information. We embed 3 bits
into an interval, so the maximum interval length is 7. As
shown in Fig. 3, the interval length between silent data
symbols S1,4 and S1,12 is 7, which means that 3 bit “111” is
embedded into the corresponding interval. To convey the 12
bit “001011111101” message, we divide it into four groups
where {“001” → 1, “011” → 3, “111” → 7, “101” → 5}.
Through detecting silent data symbols, receivers interpret the
embedded information at the physical layer without decoding
data packets. Notice that DSS does not utilize the physical
preamble to embed information because the physical preamble
is important for OFDM frequency synchronization. In the
practical design, DSS can start from the physical layer header
of data packets to embed information.

With DSS, the transmitter of a data packet embeds two
extra information, destination address and duration of the data
packet transmission, into the front part of the data packet. To
shorten the length of the destination address information, we
adopt the 15 bit association identifier (AID) instead of the
original 48 bit MAC address to logically identify a station in
the WiFi network. In the scenario of multiple WiFi networks,
stations may overhear useless data packets from neighboring
WiFi networks. The last 4 bits of the AID is used to identify
different WiFi networks. When the association request of a
station to the access point (AP) is granted, the station is
assigned a unique AID. The AP maintains the association list
to ensure each associated station has a distinct AID value
and updates it whenever a station joins or leaves the WiFi
network. We use 15 bits to specify the duration of data
packet transmission in µs. If the WiFi networks support the
Transmission Opportunity (TXOP) mechanism where a station
can transmit multiple data packets till the end of TXOP, we
can use the 15 bits to specify the TXOP duration instead of
the duration of a single data packet transmission. In addition,
an individual 8 bit CRC is added to check the correctness of
the embedded information.

The total message embedded by DSS includes 38 bits.
Because we use 3 bits to encode an interval, the total message
with 38 bits can always be encoded using 13 intervals, which
requires inserting 14 silent data symbols into the front part of
the data packet. Since the number of available data symbols
within a time slot is 48 while the maximum interval length
is 7, at most two time slots (i.e., 8 µs in IEEE 802.11a)

TABLE I
DATA RATES DEFINED IN IEEE 802.11A.

Min Required SNR Data Rate Modulation Coding Rate
3.5 dB 6 Mbps BPSK 1/2
4.5 dB 9 Mbps BPSK 3/4
5 dB 12 Mbps QPSK 1/2
9.5 dB 18 Mbps QPSK 3/4
12 dB 24 Mbps 16QAM 1/2
17.5 dB 36 Mbps 16QAM 3/4
21 dB 48 Mbps 64QAM 2/3
22 dB 54 Mbps 64QAM 3/4

are needed to achieve 13 intervals. In other words, receivers
only need to receive the front part of the data packet (two
time slots) to extract embedded information at the physical
layer. Unintended receivers can quickly abort useless packet
receiving and processing. Based on the knowledge of the
data packet transmission duration, unintended receivers can
decide whether to switch to a sleep state. If the data packet
transmission duration is large (more than a threshold), unin-
tended receivers can switch to sleep state, and they will switch
back to an active state before the data packet transmission
ends. Otherwise, they stay in the idle state. With DSS, the
unintended receivers’ energy consumption caused by packet
overhearing can be reduced.

B. Channel Coding Redundancy

In DSS, the inserted silent data symbols are data symbols
erased deliberately by loading zero transmission power. The
data symbol erasing process is equivalent to intentionally
adding a controlled number of bit errors into the original
data packet at the transmitter side. The design of DSS should
ensure the original data packet can be decoded correctly at the
intended receiver side while not affecting the achievable data
rate. We will show how to exploit the wasted channel coding
redundancy existing in practical WiFi systems to recover the
data symbols damaged by the inserted silent data symbols.
In wireless communications, data rate is determined by

adopted modulation and channel coding schemes. A lower data
rate means the adoption of a lower order modulation scheme
and a channel coding with lower coding rate. Based on the
SNR at the intended receiver, rate adaption scheme selects the
maximum data rate while ensuring reliable transmissions. Due
to hardware constraints, the number of data rates is limited in a
practical communication system, whereas SNR is continuous.
As a result, we cannot make a perfect one-to-one matching
from SNRs to data rates, which results in a stair-case rate
adjustment. A data rate can be selected when the SNR is not
lower than its minimum required SNR. Thus, there exists an
SNR gap between the actual channel SNR and the minimum
required SNR of the selected data rate.
The IEEE 802.11a standard specifies eight available data

rates and corresponding minimum required SNRs, which is
shown in Table I. If the SNR at the intended receiver is
14 dB, falling between 12 dB and 17.5 dB, the transmitter
selects the data rate of 24 Mbps according to Table I. Since
the minimum required SNR for selecting 24 Mbps is 12 dB
in Table I, the SNR gap is 2 dB. The 24 Mbps data rate
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Fig. 4. Given data rate of 24 Mbps corresponding to the SNR range from 12
dB to 17.5 dB, the BER gap between the maximum tolerable BER and the
actual BER.

is a result of 16QAM modulation and 1/2 channel coding
rate. During 16QAM demodulation stage, lower SNR results
in higher bit error rate (BER). Given the selected data rate of
24 Mbps, the maximum tolerable BER that the channel coding
can handle is obtained at 12 dB corresponding to the minimum
required SNR. To better understand the relationship between
the SNR gap and BER, Fig. 4 plots the decoder-input BERs
in the SNR range from 12 dB to 17.5 dB. For the channel
SNR of 14 dB, we can clearly observe the BER gap between
the maximum tolerable BER and the BER at 14 dB due to the
SNR gap, which means the actual number of bit errors induced
by wireless transmission is less than what the channel coding
can correct. In other words, the channel coding redundancy
is under-utilized and the decoder can tolerate more bit errors.
Therefore, DSS can exploit the SNR gap that results in under-
utilized correction capability of the existing channel coding to
correct the inserted silent data symbols.

In DSS, we intentionally corrupt 14 data symbols within a
data packet. To correctly decode the original data packet, the
SNR gap should ensure the correction capability of the channel
coding can handle the total bit errors including the errors
induced by our inserted silent data symbols and the errors
naturally incurred by wireless transmissions. Therefore, given
a data rate, there exists a threshold to opportunistically take
advantage of the SNR gap to convey free messages without
consuming extra channel resources. If the SNR at the intended
receiver satisfies the threshold, the transmitter deployed with
DSS embeds extra information to support the function of
energy efficient packet overhearing. Otherwise, it just works as
the standard WiFi station without supporting DSS. In Section
V, we will present the thresholds of SNRs, i.e., the minimum
SNRs required for applying DSS, for various data rates based
on our theoretical analysis.

IV. DETAILED DESIGN

In this section, we present the overall system architecture
of DSS and the detailed implementations.

A. Overall System Architecture

The overall system architecture of DSS is illustrated in
Fig. 5. DSS does not change the architecture of the 802.11
standards above the physical layer but adds new components
to embed and extract extra information at the physical layer.
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Fig. 5. Architecture of DSS based on the IEEE 802.11a.

In Fig. 5, the power controller module at the transmitter side
embeds extra information by controlling the interval lengths
between the inserted silent data symbols that are constructed
based on the Inverse Fast Fourier Transform (IFFT). Because
of packet overhearing, all neighboring stations including the
intended receiver in the WiFi network can receive the unicast
data packet. Initially, receivers conduct information extraction
and packet reception in parallel. Once receivers extract and
interpret the embedded information at the physical layer and
know the destination address, the unintended receivers imme-
diately abort the remaining packet receiving and processing
while the intended receivers work as standard WiFi stations
to receive and process the whole data packet. Extracting the
embedded information is achieved with the data symbol level
energy detection that is realized by the Fast Fourier Transform
(FFT). With DSS, unintended receivers reduce useless energy
consumption in the RF-front end and baseband processing,
such as demodulation, de-interleaving, and decoding.

B. Construction and Detection of Silent Data Symbols

In an OFDM system, the IFFT operation transforms N data
symbols in the frequency domain into time domain OFDM
signals. Let X[n] be the data symbol carried on n-th data
subcarrier, for n = 0, 1, ..., N − 1 where N is the number of
data subcarriers (N = 48 in the IEEE 802.11a standard). The
vector X = [X[0], X[1], ..., X [N−1]] is the IFFT input. Thus,
an OFDM symbol x[k] at sample time k is obtained by

x[k] =
1

N

N−1∑
n=0

X[n]ej2π
kn
N , k = 0, 1, ..., N − 1 (9)

In the regular IFFT operation, the data symbol X[n] carried on
n-th data subcarrier is a complex value. For example, X[n] is
1+0i, 0+i, −1+0i or 0−i in the constellation diagram of the
QPSK modulation. If a silent data symbol is inserted into the
n-th data subcarrier, X[n] is set to 0 rather than the complex
value of the data symbol, which deactivates the corresponding
data subcarrier and results in zero transmit power on the n-th
data subcarrier. Thus, all inactive data subcarriers do not carry
actual signal and remain silent.
At the receiver, the OFDM modulation is inverted by

the FFT operation that transforms the received time domain
OFDM signal into N data symbols in the frequency domain.
The FFT result reveals energy distribution of the received
signal in the frequency domain, i.e., among different data
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subcarriers. We can use a fairly simple method to determine
the locations of silent data symbols by analyzing the energy
distribution on different data subcarriers of the received OFDM
signal. On a data subcarrier carrying a regular data symbol, i.e.,
an active data subcarrier, high energy will be detected. Since an
inactive data subcarrier only contains noise without an actual
signal, the detected energy will not be zero, but it is very small
compared with an active data subcarrier. In a constellation
diagram, the received data symbols are silent data symbols if
they fall around the constellation position of 0 + 0i and are
regular data symbols if they fall around their corresponding
constellation positions. Thus, locating silent data symbols can
be realized with data symbol level energy detection.

The design of DSS does not affect the frequency synchro-
nization of the OFDM system, so the data subcarriers are still
orthogonal. In DSS, the power of a data subcarrier carrying
regular data symbols does not leak energy into adjacent
data subcarriers carrying silent data symbols, which ensures
accurate detection of silent data symbols.

C. Energy Detection Threshold

The detailed data symbol level energy detection in the
frequency domain is implemented by using threshold test
to identify the presence of silent data symbols. The energy
detection threshold is set to the noise floor. Since the noise
floor varies in various wireless scenarios, this threshold should
be adaptively chosen by sampling the noise floor. Therefore,
we propose an estimation scheme to estimate the noise floor.

In the IEEE 802.11a standard, there are 4 pilot subcarriers
that are distributed evenly across all data subcarriers. The pilot
subcarriers carry known data symbols. We extract the noise
floor by the pilot subcarriers to set the detection threshold.
In practical situations, the threshold value is slightly larger
than the estimated value. The energy of a regular data symbol
is much larger than the noise floor. If the energy of a data
subcarrier is significantly larger than the threshold, we declare
it as an active data subcarrier carrying a regular data symbol.
Otherwise, it carries a silent data symbol.

D. Erasure Viterbi Decoding

DSS is an opportunistic communication scheme. If the
SNR gap is too small to ensure correct packet decoding at
the intended receiver, we do not use DSS. To create more
opportunities to use our proposed communication scheme,
we can apply a more powerful decoding scheme to enhance
decoding performance so that we can still insert silent data
symbols even if the SNR gap is small.

In the IEEE 802.11 standards, the channel coding at the
physical layer is convolutional code and the decoding adopts
Viterbi algorithm. Since the existing Viterbi algorithm is
an error-only decoding scheme, it simply treats silent data
symbols as erroneous symbols induced by wireless fading even
though they result from erasing the original data symbols. As it
is well-known, more erasures than errors can be corrected by
the forward error correction code. Previous works [18] [19]
have shown that with the side information of the reliability
of data symbols, erasing unreliable data symbols prior to the

decoding process improves decoding performance. In DSS, the
inserted silent data symbols are low-reliability data symbols.
Thanks to data symbol level energy detection that provides idle
erasure information, we can design error-and-erasure decoding
without extra overhead.
The erasure Viterbi decoding (EVD) scheme is proposed

to incorporate erasure decoding into the conventional Viterbi
decoding algorithm. Let xi be the i-th transmitted data symbol.
For the data symbol xi modulated by M -ary constellation, it
contains m = log2M bits. Let dji = b(b ∈ {0, 1}) denote the
j-th bit contained in xi, for j = 1, 2, ...m. At the receiver,
the i-th received data symbol is yi after the FFT operation.
Based on the detection of silent data symbols, we use erasure
indicator ei for i-th received data symbol to indicate whether
it is a silent data symbol. The ei = 0 means yi is marked
as a silent data symbol while ei = 1 means yi is a regular
data symbol. With the pair (yi, ei) indicating yi with ei, the
demodulator calculates bit metric for every bit dji = b by

λ(dji = b) =

{
logP (yi|dji = b), if ei = 1

0, if ei = 0
(10)

where the bit metrics of the bits contained in a silent data
symbol (ei = 0) are zero (i.e., λ(dji = b) = 0) while the bit
metrics of the bits contained in a regular data symbol (ei = 1)
are calculated by a log likelihood function. As in [20] [21],
the log likelihood function is

logP (yi|dji = b) = log
∑

xi∈χi
b

P (yi|xi)

≈ max
xi∈χj

b

logP (yi|xi),
(11)

Let Φ denote a signal set including all constellation points in
the M -ary constellation. The size of Φ is M = 2m. χj

b is the
subset of Φ whose j-th bit dji is b ∈ {0, 1}.
Notice that the de-interleaver at the receiver breaks cor-

relation among data bits contained in the same data symbol
[20]. Thus, the de-interleaving makes data bits contained in
a silent data symbol spread across various positions in a
codeword. In our erasure Viterbi decoding, the key operation
is to mark silent data symbols as erasures and set the bit
metrics of the bits contained in silent data symbols to zero.
Because of the detection of silent data symbols, the proposed
erasure decoding avoids the complexity of deciding which data
symbols are to be erased. In addition, we only modify the bit
metric calculation in the existing Viterbi decoding procedure.
Therefore, the proposed error-and-erasure decoding scheme
can be directly built upon the existing Viterbi decoder.

E. Selection of Low-Power State

Within the packet transmission duration, the unintended
receivers can switch to the idle or sleep state. The energy
consumption of the sleep state is significantly lower than
that of the idle state. However, switching between the sleep
state and the active state (transmitting, receiving or idle)
consumes extra time and energy. With the knowledge of packet
transmission duration, the unintended receivers can obtain the
remaining packet transmission duration and decide whether
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to switch to the sleep state. Notice that various WiFi NICs
provided by various vendors have different hardware param-
eters. The time for switching from receiving state to sleep
state may range from several microseconds to a few hundreds
of microseconds. Therefore, stations should individually make
their own decisions to select a low-power state (idle or sleep).

Let Ts,a and Ta,s denote the time for switching from
sleep state to active state and from active state to sleep
state, respectively. Given the condition that the remaining
packet transmission duration Tt satisfies Tt > Ta,s + Ts,a,
the unintended receivers calculate which state (idle or sleep)
consumes less energy. Let Ps,a and Pa,s denote the power
consumption spent on switching from sleep state to active state
and that spent on switching from active state to sleep state,
respectively. Then, if an unintended receiver switch to sleep
state, the corresponding energy consumption is estimated by

Esleep = (Tt−Ta,s−Ts,a)∗Ps+Ta,s∗Pa,s+Ts,a∗Ps,a, (12)

where Ps is the power consumption of sleep state. Since the
idle state is one of the active states, the time and energy
consumption for switching between an idle state and an active
state are negligible. Thus, the energy consumption for staying
in the idle state within the remaining packet transmission
duration is estimated by

Eidle = Tt ∗ Pi, (13)

where Pi is the idle state’s power consumption. The following
conditions should be satisfied to switch to sleep state,{

Tt > Ta,s + Ts,a

Esleep < Eidle

(14)

V. THEORETICAL ANALYSIS

In this section, we theoretically analyze the decoder-output
BER of our proposed communication scheme, DSS, that
inserts 14 silent data symbols into a data packet. Then, we
present the minimum SNRs required for designing DSS. Our
conference paper [1] does not present theoretical analysis to
show the feasibility of DSS. As shown in Table I, we consider
all data rates specified in the IEEE 802.11a standard.

A. Bit Error Rate

Without erasure decoding, the union bound on the BER of
a R = k/n convolutional code with Viterbi decoding can be
obtained in [22]. Let P (d) be the pairwise error probability
that the Viterbi decoding selects an incorrect path having
Hamming weight d. As in [23], P (d) is given by

P (d) =

{∑d
i=(d+1)/2

(
d
i

)
piqd−i, d odd

1
2

(
d

d/2

)
pd/2qd/2 +

∑d
i=d/2+1

(
d
i

)
piqd−i, d even

(15)

where p is the decoder-input BER and q = 1 − p. Without
inserting any silent data symbols, p only depends on the
demodulation BER p̃(s) that is a function of data symbol SNR
denoted by s. Given r silent data symbols are inserted into a
data packet of L Bytes, the ratio of the number of inserted
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Fig. 6. Decoder-output BER P b of DSS for two data rates. (a) Effect of
the number of inserted silent data symbols r on P b. (b) Effect of erasure
decoding on P b.

silent data symbols to the number of total data symbols is
θ = rNBPSC

8L , where NBPSC is the number of bits per data
symbol. Thus, p also depends on θ in DSS. For a specific
modulation scheme, p is a function of θ and s, denoted as
p(θ, s). We can calculate p(θ, s) by

p(θ, s) = θp̃(0) + (1− θ)p̃(s), (16)

where p̃(0) means the SNR of a silent data symbol is zero
because it only contains noise, and Table II presents the values
of p̃(s) for the four modulation schemes specified in the IEEE
802.11a standard. Notice that p(0, s) means DSS does not
insert silent data symbols.

TABLE II
DEMODULATION BER p̃(s) FOR VARIOUS MODULATION SCHEMES. Q IS

THE Q FUNCTION.

Modulation BPSK QPSK 16QAM 64QAM
p̃(s) Q(

√
2s) Q(

√
s) 3

4
Q(

√
s/5) 7

12
Q(

√
s/21)

With erasure decoding, the bit metrics of the data bits
contained in silent data symbols are set to zero, so the
codeword having Hamming weight d can reduce its original
Hamming weight to d − e where e is the number of marked
bits having bit metric value of zero. Given θ, the probability
of reducing Hamming weight to d − e is

(
d
e

)
θe (1− θ)

d−e.
Accordingly, the P (d) in (15) becomes [19] [20]

P (d) =
d∑

e=0

(
d

e

)
θe (1− θ)

d−e
P (d− e). (17)
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Fig. 7. Decoder-output BER P b as a function of SNR and L. (a) In data
rates of 6Mbps, 9Mbps, 12Mbps, and 18Mbps. (b) In data rates of 24Mbps
and 36Mbps. (c) In data rates of 48Mbps and 54Mbps.

Since the silent data symbols are erased during erasure decod-
ing process, p is p(0, s) for the calculation of P (d). The BER
of a R = k/n convolutional code with our proposed erasure
decoding is bounded by

P b ≤
1

k

∞∑
d=df

BdP (d), (18)

where df is the minimum free distance of the convolutional
code and Bd is the total number of error bits of all incorrect
paths having Hamming weight d. For the three coding rates
specified in IEEE 802.11a, the values of df and Bd can be
obtained from [24].

B. BER Analysis

Given a data rate, the decoder-output BER of our proposed
DSS P b depends on the number of inserted silent data symbols

r and packet length L. Given L = 1000, Fig. 6(a) plots
decoder-output BER P b as a function of SNR for various
values of r. For the data rate of 24Mbps corresponding to
a combination (16QAM, 1/2), given an SNR, P b slightly
increases with r because decoder-input BER in (16QAM, 1/2)
is dominated by demodulation BER. The increase of r has a
slight effect of decoder-input BER. With the increase of SNR,
demodulation BER reduces sharply. In contrast, when the data
rate is 36Mbps corresponding to a combination (16QAM,
3/4), decoder-input BER is dominated by inserted silent data
symbols and P b significantly increases with r for a given SNR.
Given a r value, the decreases of P b in both (16QAM, 1/2) and
(16QAM, 3/4) are due to the increase of SNR. The decrease
of demodulation BER implies that more correcting capability
of the channel coding is under-utilized, Thus, more silent data
symbols can be corrected. However, we can observe that in
(16QAM, 3/4), given r, P b initially decreases with the increase
of SNR. After SNR reaching a threshold, P b decreases slightly
or stops decreasing. The reason is that when demodulation
BER decreases to zero due to large SNR and the correcting
capability of the channel code has been totally used for the
decoder-input BER induced by inserted silent data symbols,
the increase of SNR does not further decrease P b.
Next, we compare our proposed erasure decoding with

conventional Viterbi decoding that simply treats silent data
symbols as erroneous symbols induced by wireless fading.
Given r = 14 and L = 1000, Fig. 6(b) plots decoder-output
BER P b as a function of SNR for two decoding schemes. We
can clearly observe that with the perfect erasure of silent data
symbols, the proposed erasure decoding significantly outper-
forms the conventional Viterbi decoding and the performance
gain of erasure decoding over conventional Viterbi decoding
becomes larger at high SNR. Within a large SNR range,
the decoder-output BER of the proposed erasure decoding is
slightly degraded comparing to the case when r = 0.
Given r, P b also depends on L that affects θ, the fraction

of inserted silent data symbols within a data packet. Given
r = 14, Fig. 7 plots decoder-output BER P b as a function of
SNR for various L. Smaller L means larger θ, so higher P b.

C. Minimum Required SNR

In DSS, we need to insert r = 14 silent data symbols to
embed extra information while ensuring correct decoding of
the original data packet. Given r = 14, we investigate the
minimum SNR required for ensuring correct decoding of the
original data packet when applying DSS. Fig. 7 plots decoder-
output BER P b as a function of SNR and L for eight data rates
specified in IEEE 802.11a. For each data rate, the decoder-
output BER of the original data packet that does not have silent
data symbols (i.e., r = 0) at the minimum required SNR of the
data rate is used as the performance metric to determine the
minimum required SNR of applying DSS. To ensure that the
correct decoding of the original data packet is not affected by
the inserted silent data symbols, we should guarantee that the
performance metric can be achieved at the intended receiver
despite the insertion of silent data symbols. For example, in
Fig. 7(a), the minimum required SNR of 18Mbps is 9.5dB, so
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the value of P b with r = 0 at 9.5dB, 2.98× 10−6, is selected
as the performance metric for the SNR range corresponding
to 18Mbps. Then, for r = 14 and L = 1000, when SNR is
not lower than 10dB, the corresponding P b is not higher than
the performance metric of 2.98 × 10−6. Similarly, given the
data rate of 36Mbps of which the minimum required SNR is
17.5dB, for r = 14 and L = 500, the corresponding P b should
be not higher than the performance metric of 2.283 × 10−8,
which requires SNR to be not lower than 18.8dB.

TABLE III
MINIMUM REQUIRED SNRS FOR DESIGNING DSS WITH VARIOUS PACKET

LENGTHS.

Data Rate Minimum required SNR
L=100 L=300 L=500 L=1000

6 Mbps 3.51 dB 3.50 dB 3.50 dB 3.50 dB
9 Mbps 4.60 dB 4.57 dB 4.54 dB 4.52 dB
12 Mbps 5.00 dB 5.00 dB 5.00 dB 5.00 dB
18 Mbps 10.59 dB 10.37 dB 10.16 dB 10.00 dB
24 Mbps 12.18 dB 12.06 dB 12.01 dB 12.00 dB
36 Mbps - - 18.40 dB 18.22 dB
48 Mbps - 21.77 dB 21.45 dB 21.23 dB
54 Mbps 24.59 dB 23.34 dB 22.78 dB 22.42 dB

Table III presents the minimum required SNRs in various
data rate scenarios with various packet lengths. We can clearly
observe that given a data rate, the minimum required SNR
decreases with the packet length L. In the SNR range cor-
responding to 36 Mbps, we cannot find an SNR to satisfy
the corresponding performance metric when L is 100 or 300.
Since DSS only requires r = 14 that is much small compared
with the total number of data symbols within a data packet,
we can exploit the existing SNR gap presented in Section III
to design DSS in most channel conditions.

D. Discussions

The implementation of the proposed communication scheme
DSS in this work is based on IEEE 802.11a, but DSS
can be implemented in other IEEE 802.11 standards (e.g.,
802.11g/n/ac) because the physical layer in most IEEE 802.11
standards adopts OFDM technique. Applying DSS to different
IEEE 802.11 standards does not affect the construction and
detection of silent data symbols. However, the minimum SNRs
required for applying DSS in different IEEE 802.11 standards
are different because different modulation schemes and coding
rates specified in different IEEE 802.11 standards lead to
different SNR gaps. In addition, in the detailed design of
DSS, we should consider the features specified in different
IEEE 802.11 standards such as channel bandwidth, data frame
structure, and frame aggregation. For example, the bandwidth
of a channel in 802.11a/g is fixed to 20 MHz while that in
802.11n and 802.11ac can be up to 40 MHz and 80 MHz,
respectively. In a channel with wider bandwidth, we can
exploit more data subcarriers to design DSS.
In the WiFi network including heterogeneous stations, sta-

tions employing different 802.11 standards cannot understand
each other’s MAC frame headers because different 802.11
standards specify different data packet structures. In our future
work, we will investigate the feasibility of communications
among stations employing different 802.11 standards. Since
DSS extracts the embedded information at the physical layer
without packet decoding, stations employing different 802.11
standards may communicate with each other as long as they
are capable of OFDM operation.

VI. EVALUATION

In this section, we validate the feasibility of our DSS.
Our network-level simulations are based on OPNET 14.5 to
evaluate the energy saving of DSS.

A. Detection Accuracy of Silent Data Symbols

The Sora platform [25] provides a software WiFi driver,
SoftWiFi, which is used to validate the feasibility of construct-
ing and detecting of silent data symbols. We adopt the default
values of IEEE 802.11a to set system parameters. The false-
alarm probability (Pf ) and miss-detection probability (Pm) are
used to quantify the detection accuracy of silent data symbol.
Pf is the probability that DSS treats a regular data symbol
as a silent data symbol while Pm is the probability that DSS
fails to detect a silent data symbol.
Magnitudes of data subcarriers: The inserted silent data

symbols are detected by measuring the energy on each data
subcarrier, which does not require demodulating data symbols.
Based on the FFT result presenting the magnitudes of all
data subcarriers, we can identify data subcarriers with low
energy. Fig. 8 presents the normalized FFT result of 48 data
subcarriers, revealing that 4 data subcarriers remain idle, while
other data subcarriers have actually transmitted data symbols.
Because of frequency selective fading, data subcarriers have
different magnitudes. In Fig. 8, we can clearly observe the
magnitude of a data subcarrier carrying a silent data symbol
is much smaller than that of a data subcarrier carrying a regular
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Fig. 10. (a) Cumulative distribution of energy saving of DSS in a WiFi network with 20 stations. (b) The impact of packet length and number of stations on
energy saving of DSS. (c) The impact of data rate on energy saving of DSS.

data symbol. With simple threshold check on data subcarrier
energy, we can clearly identify which data subcarriers carry
silent data symbols. In Fig. 8, silent data symbols are detected
on data subcarriers [4,11,19,21].

Impact of detection threshold: A suitable threshold is
important to accurately conduct energy detection. The practical
threshold for energy detection is larger than the estimated
noise floor. Without interference, Fig. ?? presents the effect
of detection threshold on Pf and Pm. Within the detection
threshold range [-84.2dBm -77.8dBm], both Pf and Pm

approach zero. In Fig. 9, we can observe that the decrease
of detection threshold results in a significant increase of Pm

while the increase of detection threshold results in a slight
increase of Pf . Since the magnitude difference between a
regular data symbol and a silent data symbol is large, Pm

is more sensitive to the detection threshold than Pf . However,
the detection threshold cannot be too high because regular data
symbols with deep fading may be falsely regarded as silent
data symbols.

B. Energy Saving of DSS

In this subsection, we present simulation results to show the
energy saved by our DSS scheme. The AP has no packets to
transmit while all stations have saturated traffic and employ
IEEE 802.11a to contend for the channel. According to the
energy profile of a typical Atheros WiFi NIC [8], the power
consumption parameters of transmitting, idle, receiving and
sleep in our simulations are set to 1.35 W, 0.89 W, 1.02 W
and 0.16W respectively. We define the energy saving as the
ratio of the energy saved by DSS to the total energy consumed
by the IEEE 802.11a for channel access.

Given 20 stations in a WiFi network, Fig. 10(a) plots the
energy saving of DSS. For packet length of 1000 Bytes, the
energy saving ranges between 30.35% and 33.93%. For 90%
of the stations, DSS saves 31.4% or more energy compared
with the IEEE 802.11a, and the energy saving is around 32.6%.
With longer packet length of 1500 Bytes, the energy saving
falls between 35.28% and 39.50%, and DSS saves above
36.4% of energy for more than 90% of stations.

Given data rate of 24 Mbps, Fig. 10(b) shows the energy
saving of DSS as a function of packet length and the number
of stations. Since longer packet length allows unintended re-

ceivers to spend much more time in the sleep state, the energy
saving increases with packet length. The packet length may
be very long in the frame aggregation scheme that is widely
used in current WiFi standards, so energy waste induced by
packet overhearing becomes more serious. For packet length
of 500 Bytes, unintended receivers stay in idle state rather
than sleep state due to short packet transmission duration.
The power consumption of idle state is comparable with that
of receiving state, so we can observe a significant decrease
in energy saving when packet length decreases from 1000
Bytes to 500 Bytes. For example, given 5 stations, the energy
saving is 31.56% for 1000 Bytes while the energy saving
is 3.64% for 500 Bytes. Because the number of successful
transmissions in a WiFi network initially increases with the
number of stations, unintended receivers can overhear more
successful transmissions. We observe that the energy saving
initially increases with the number of stations in Fig. 10(b).
However, the increase of the number of stations has little effect
on the energy saving after the network reaches saturated state.
Given 10 stations, Fig. 10(c) shows the impact of data rates

on energy saving. With the increase of data rate, the energy
saving of various packet lengths decreases. For packet length
of 500 Bytes, we can observe that the energy saving drops
sharply at the data rate of 18 Mbps that forces unintended
receivers to stay in idle state. For packet length of 1500 Bytes,
the energy saving ranges from 51.5% to 30.3% when data
rate increases from 6 Mbps to 54 Mbps. Since unintended
receivers switch to sleep state at all data rates, the energy
saving decreases slightly.
Coexistence with the existing WiFi stations: The WiFi

stations supporting DSS can coexist with the existing WiFi
stations. The more WiFi stations supporting DSS in the
network, the more energy can be saved. A WiFi station
supporting DSS can fully utilize the DSS benefits. Since
a legacy WiFi station does not take advantage of DSS to
embed information, unintended receivers cannot benefit from
the information exchange to reduce energy wasted by packet
overhearing. We define η as the ratio of the number of WiFi
stations supporting DSS to the total number of stations in
the network. In the simulation, the total number of stations
is always 20.
Fig. 11 plots the energy saving of DSS as a function of
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Fig. 11. The energy saving of DSS as a function of η.

η. As η increases from 0 to 1, the energy saving increases
significantly because more stations can take advantage of DSS
to reduce energy wasted by packet overhearing. When η = 0,
DSS becomes useless and the overall network degrades to the
standard WiFi network, so the corresponding energy saving is
zero. When η = 1, the proposed communication scheme is
fully utilized.

VII. RELATED WORK

There is a large body of work attempting to reduce energy
consumption in WiFi networks.

PSM sleep scheduling: With PSM, a station stays in the
sleep state for most of the time. Efficient scheduling scheme
is important to determine when it needs to wake up. Since
competing background traffic affects the power performance of
a station in PSM, many schemes have been proposed to isolate
PSM traffic from competing background traffic. Rozner et al.
[5] proposed NAPman to achieve energy-aware fair scheduling
at the AP. Based on the mechanism of time division, He et al.
[4] proposed scheduled PSM to divide a beacon period into
multiple time slices, so a station in PSM only needs to wake
up at the appointed time slices. Masri et al. [26] proposed a
novel QoE-aware PSM that exploits the silence periods of a
VoIP session to increase the sleeping time. Since PSM results
in many multicast packet losses, Lee et al. [27] developed a
practical AP-side solution to prevent stations from operating
in PSM.

Creating sleep opportunities: Many works aim at creating
more sleep opportunities to save energy. Liu et al. [28]
presented experiments to show the existence of short idle
intervals between MAC frames due to low rate applications,
and they put WiFi interface into sleep state based on the
prediction of the next frame arrival time. Since an VoIP call
includes silence periods, Pyles et al. [29] predicted the future
silence periods and switched WiFi interfaces into sleep state.

The above works do not save energy during contention
periods and our work is orthogonal to these works.

PHY-assisted energy saving: If the WiFi interface works
at a lower clock rate, significant energy can be saved. Zhang
et al. [2] proposed E-MiLi that enables the receiver to work

with a lower sampling clock rate during idle listening while
ensuring accurate packet detection. Lu et al. [30] proposed
SloMo that allowed transceivers to work at a lower clock
rate during reception and transmission while ensuring accurate
communications. Different from [2] and [30], Wang et al.
[31] exploited rateless codes to allow the receiver to scale
down its sampling rate without modifying legacy packets or
requiring PHY redundancy. Chung et al. [32] reduced ener-
gy consumption induced by WiFi scanning using collocated
Bluetooth radios. To solve packet overhearing problem, the
idea of exploiting physical preamble to convey the intended
receiver’s address information has been used in many works
[2] [9] [33]. This method adds a special preamble in front of
the original packet and uses signature self-correlation detection
to extract information. However, the new preamble consumes
extra channel resources and the correlation process incurs extra
delay of packet reception. The power consumption of this
method is theoretically analyzed in [34].
SNR gap: The existence of SNR gap has been analyzed

in [35] that proposed a rate compatible modulation to achieve
seamless rate adaptation. The SNR gap means the receiver can
tolerate additional interference. Therefore, it is used to enhance
spatial reuse in ad hoc networks [36] and to let the secondary
user get more opportunities to access the licensed spectrum
in cognitive radio networks [37]. The idea of inserting silent
data symbols to encode information is also proposed in [38].
However, [38] focuses on access coordination while DSS is
proposed for energy saving. To achieve physical layer user
authentication, Borle et al. [39] intentionally introduced a
constant-length offset of the constellation points to embed
extra information. Wang et al. [40] exploited inference signal
to encode channel usage information for combating hidden
and exposed station problems. These two works also exploit
SNR gap to recover transmission errors. However, DSS adopts
a different communication scheme and aims for a different
application.

VIII. CONCLUSION

In WiFi networks, packet overhearing exists in the backoff
freezing process of a station due to broadcast nature of the
wireless channel. The station spends much energy in receiving
and decoding packets that are not destined to it, which may
significantly reduce battery lifetime. Our energy model for
IEEE 802.11 DCF demonstrates that packet overhearing is a
major source of energy consumption of WiFi interfaces. To
address this issue, we design DSS that exploits the SNR gap
existed in WiFi communications to embed lightweight infor-
mation into the front part of a data packet at the physical layer.
With DSS, unintended receivers quickly extract information at
the physical layer without receiving and decoding the whole
data packet, so they can stop useless packet receptions to
save energy. Our simulation results show that DSS provides
significant energy saving over the IEEE 802.11 systems.
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