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Abstract—Federated learning (FL) enables multiple clients to
collaboratively build a global learning model without sharing
their own raw data for privacy protection. Unfortunately, recent
research still found privacy leakage in FL, especially on image
classification tasks, such as the reconstruction of class represen-
tatives. Nevertheless, such analysis on image classification tasks
is not applicable to uncover the privacy threats against natural
language processing (NLP) tasks, whose records composed of
sequential texts cannot be grouped as class representatives.
The finer (record-level) granularity in NLP tasks not only
makes it more challenging to extract individual text records,
but also exposes more serious threats. This paper presents the
first attempt to explore the record-level privacy leakage against
NLP tasks in FL. We propose a framework to investigate the
exposure of the records of interest in federated aggregations
by leveraging the perplexity of language modeling. Through
monitoring the exposure patterns, we propose two correlation
attacks to identify the corresponding clients when extracting their
specific records. Extensive experimental results demonstrate the
effectiveness of the proposed attacks. We have also examined
several countermeasures and shown that they are ineffective to
mitigate such attacks, and hence further research is expected.

Index Terms—federated learning, language modeling, privacy,
neural networks, natural language processing.

I. INTRODUCTION

With the increasing number of large companies compro-
mised on data security and user privacy, federated learning
(FL) has recently attracted great attention as a promising
privacy-preserving machine learning technique. FL enables
collaborative learning among multiple clients (e.g., mobile
devices and IoT devices) without sharing their on-device
data [1]–[3]. Although the idea appeared in collaborative
distributed machine learning [4]–[6] and distributed optimiza-
tion [7], the concept of FL was first coined by Google, so
as to build better language models on the virtual keyboard,
Gboard [8]. Federated learning has recently been deployed
for multi-institutional collaborations in broader areas, such as
medical diagnosis [9], financial fraud detection [10], and the
Internet of Things (IoT) in smart homes [11].

Unfortunately recent studies showed that merely keeping
the data locally cannot prevent FL from privacy leakage
(e.g., membership inference attacks [12], [13], reconstruction
attacks [14]–[16]). For example, reconstruction attacks can still
infer the class representatives in image classification tasks by
analyzing the parameter or gradient updates shared by local
models [14]–[16], which raises substantial privacy concerns in
federated learning, particularly in healthcare industries.

Fortunately, such class-level image reconstruction at-
tacks [14]–[17] are not applicable to expose privacy threats
against federated natural language processing (NLP) tasks.
The reconstruction attacks only focus on class representatives,
while the training data of natural language tasks are individual
records, like the sequential texts, which cannot be grouped
by class representatives. This is because one class of the
image classification tasks usually consists of a large number of
samples, while each sample of NLP tasks represents a unique
class. Thus, compared with class-level data privacy, the finer
(record-level) granularity in NLP tasks not only challenges the
extraction of individual text records, but also exposes more se-
rious threats to leak more precise private information. Besides,
the aforementioned privacy attacks usually have stronger as-
sumptions: the federated server is malicious (or at least honest
but curious) and has access to the victim client’s local model,
which is usually impractical in real-world systems. Recent
approaches (e.g., secure aggregation [18], [19]) mitigate such
attacks by encrypting the local models and reveal only the
global model (see Section VI-D). Hence, instead of assuming
a malicious federated server, we can consider a more practical
scenario where the federated server is trusted, but only some
of the clients are compromised. In this situation, the adversary
can only access the global model rather than the victim client’s
local model during federated learning, which increases the
difficulty of the aforementioned attacks. One natural question
is that under this new assumption, whether there is still privacy
concerns in federated NLP learning. Unfortunately, the answer
is negative. Our study reveals that we still face two kinds
of privacy threats, which is one of the contributions in this
paper. Therefore, it is urgent and compelling to carefully
investigate privacy threats to federated NLP learning under
the new assumption.

Privacy leakage of NLP learning has already been recently
investigated in [20] recently, where a record could be ex-
tracted through a well-trained neural network. Specifically, a
neural network for language modeling memorizes the private
records typed by a user during the training. The adversary
can extract a private record by auto-completing the record
using a well-trained neural network. However, the record
extraction approach proposed for standalone NLP models
becomes ineffective in FL. Instead of training on records, FL is
collaboratively trained by aggregating models that are locally
trained by multiple clients. Moreover, FL involves various
clients, and thus an adversary can hardly identify the specific
client owning the private record, which hinders the adversary
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from further attacks (e.g., impersonation attacks). Although
federated learning was first proposed for private-preserving
NLP tasks [8], the privacy threat of record extraction in NLP
has not been thoroughly explored as yet.

In this paper, we propose a unified framework to explore
record-level privacy leakage of FL in NLP tasks without
the assumption on a malicious federated server. Specifically,
due to the distributed learning nature, e.g., the varying com-
munication cost, delay, and computational capability among
multiple clients, FL in real-world applications usually uses
asynchronous aggregation [21], where clients do not need to
update their local models at the same time. Such asynchronous
aggregation in FL may cause the imbalanced training of each
client during FL. Therefore, by tracking the footprints exposed
through imbalance training, we propose two correlation attacks
under a unified framework to expose the private records in
NLP tasks and reveal the client’s identity.

Our main contributions are summarized below.
• This is the first work to explore record-level privacy leak-

age in federated NLP tasks, potentially revealing client
identities. We investigate a practical but more challenging
system setting with a trusted server under asynchronous
aggregation.

• We propose a unified framework to track the footprints
leaked during asynchronous aggregation, analyze the ex-
posure rates of private records, and eventually expose the
private records and the client identities.

• We introduce two new correlation attacks in the frame-
work, Eavesdropping attack and Watermark attack. By
eavesdropping on the client selection or injecting a single
watermark, the adversarial can successfully extract pri-
vate records and reveal client identities. We evaluate the
effectiveness of the attacks on three widely-used datasets.

• We investigate several possible key countermeasures
against the proposed attacks, including obfuscating word
embedding, avoiding overfitting, and deploying differen-
tial privacy. A few countermeasures do reduce the risk
of record extraction, but still at the cost of significant
performance degradation. This suggests further search for
countermeasures is needed.

II. PRELIMINARIES

A. Federated Learning

FL enables collaborative machine learning among multiple
clients without sharing their private data [1]–[3]. Suppose #
clients jointly train a machine learning model FF : X → Y,
where X denotes the input feature space, and Y the output
space. The FL algorithm can be described as follows:

1) Each client 8 ∈ {1, 2, · · · , #} locally collects their data
D8 , and initializes a local model FF8

, where F8 denotes
the parameters of the local model of Client 8;

2) Each client 8 ∈ {1, 2, · · · , #} trains a local model FF8

based on its local dataset D8 for % epochs (local epochs);
3) Server selects " clients (" < #) to upload their local

models for asynchronous aggregation;
4) Server aggregates " local models and updates the FL

model FF ;

5) Server sends the FL model FF back to the # clients,
and clients update their local models;

6) Repeat Step 2)-5) for ) rounds.

This paper considers one of the leading federated learning
algorithms, FedAvg [1], which averages the parameters among
all the selected models:

F =

∑
8∈( |�8 |F8∑
8∈( |�8 |

, (1)

where F denotes the weight of the FL model, |�8 | the size
of Client 8’s data, and ( the set of clients. FedAvg has been
shown to be convergent on both IID and Non-IID data [22].

B. Language Modeling

In this paper, we target at language modeling tasks [23]–
[26]. As one of the typical tasks implementing FL, language
modeling is widely applied for commercialized applications,
like the auto-completion service used in smartphones. Lan-
guage modeling takes a sequence of words or characters as
input and predicts the next word or character. The probability
of the occurrence of a sequential text {G1, · · · , G=} can be
formulated as:

Pr(G1, · · · , G=) = Pr(G1) Pr(G2 |G1) · · · Pr(G= |G1 · · · G=−1), (2)

where G8 is the 8th character or word of a sequential text. A
language model FF with parameters F is trained to maximize
the probability of the sequence:

max
F

Pr(G1, · · · , G= |F). (3)

With the recent advances in neural networks, Recurrent Neural
Network (RNN) and its variants, such as Long Short-Term
Memory (LSTM) [27] and Recurrent Highway Network [28],
have been applied for language modeling [24].

C. Privacy Threats in Federated Learning

Recent research mainly targets at two types of privacy
attacks in federated learning: membership inference attacks
and reconstruction attacks. Nasr et al. and Melis et al. analyzed
the membership inference attack against FL [12], [13]: given
an FL model, adversaries can infer whether a given data or
attribute belongs to the model’s training data. For example,
Nasr et al. showed that federated learning is vulnerable to
membership inference attacks [12]. Melis et al. found that
the property of training datasets can be inferred through the
global model [13]. They captured the global model after each
aggregation and then trained a classifier to determine if the
desired properties belong to the training dataset. For recon-
struction attacks, adversaries usually aimed at reconstructing
synthetic data samples utilizing Generative Adversarial Net-
works (GANs) [14]–[17]. For instance, Hitaj et al. trained
a Generative Adversarial Network (GAN)-based model to
infer the class representatives from updated clients’ models in
federated learning [14]. The parameters of an FL model were
converted into a discriminator in the GAN, while the generator
was trained to synthesize the representative training samples
for each class. Similarly, Wei et al. reconstructed the class
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representatives by analyzing the parameter updates shared
by clients’ models [15]. Wang et al. extended reconstruction
attacks to client-level, where a multi-task discriminator was
trained by a GAN model to identify the client of the generated
data samples [16]. However, these approaches are not applica-
ble to expose privacy threats against federated natural language
processing (NLP) tasks and require access to the victim’s local
model, which is a strong assumption in practice. In this paper,
we demonstrate that the adversary is able to extract individual
data records from federated NLP models as well as the client
identity even without access to the victim’s local model.

III. THREAT MODEL

In this section, we first present the threat model, and then
detail the generality and rationale about the adversary.

A. Federated Learning Scenario

Following the FL procedure described in Section II-A, we
consider that # clients collaboratively train a language model.
The language model learns from clients’ private records by
aggregating their local models and predicts the next character
or word, given a sequence of characters as input. The training
data of each client may contain sensitive information that
cannot be shared across the clients, e.g., identity number, date
of birth, and home address. A server aggregates the clients’
local models asynchronously without accessing the clients’
private data. We assume the server is fully trusted and does
not leak clients’ local models.

B. Adversary Objective and Capabilities

To explore the record-level privacy in FL, the objective of
the adversary is to extract records of interest and reveal client
identities of these records in FL. We assume the federated
server is fully trusted and the adversary could access the
global model only. This is the case when one of the clients
is compromised or malicious, and the global model can be
easily acquired by the adversary. In this paper, the adversary
performs in an invisible fashion that the adversary does not
change the behavior of the models or affect the integrity
(performance) of the models. In this way, the attack is hard to
detect through intrusion detection.

It should be emphasized that we do not assume the adver-
sary has access to clients’ local models, different from most
existing attacks. Existing attacks assume that the server is
malicious or honest-but-curious, that is the server (adversary)
can at least access the clients’ local models and expose
client-level privacy information. We argue that if the client
local model is exposed to an adversary, many recent attacks
against standalone models (e.g., model inversion [29], gradient
leakage [30], [31]) can be directly used to attack the FL.
Therefore, to explore the distinctive threats in FL, we focus
on investigating a more challenging situation for the privacy
leakage, that is, when the server is trustworthy and follows all
protocols in FL, and the adversary has no access to clients’
local models.

Under this assumption, the adversary only has access to the
parameters of the global model at every global aggregation. In

our proposed attacks, we also assume that the adversary knows
whether a victim client is selected for each global aggregation
(Eavesdropping attack) or can inject a record into the victim
client’s training data (Watermark attack). We will introduce
the details in the following sections.

IV. RECORD-LEVEL PRIVACY ATTACKS

A. A Unified Framework for Record-Level Privacy Attacks

In this section, we propose a unified framework for record-
level privacy attacks. In FL, asynchronous aggregation is con-
sidered a default and efficient algorithm for model aggregation
in practice, which aggregates the weights of models from only
a subset of the clients. However, asynchronous aggregation
may cause an imbalanced performance of training among
clients in each model aggregation. Inspired by this observation,
the proposed framework tracks the training footprints of clients
exposed during asynchronous aggregation, calculates the ex-
posure rates, analyzes the correlation between the clients and
records of interest, and eventually extracts exact text records
and reveals client identities. Figure 1 illustrates an overview
of the framework for record-level privacy attacks in FL.

We first introduce a measurement of data exposure and show
the correlation between data exposure and asynchronous ag-
gregation. Accordingly, we describe two proposed correlation
attacks in the framework, namely, Eavesdropping attack and
Watermark attack, to explore the privacy risks in FL.

We propose an exposure measurement to assess the risk of
record-level leakage. The goal of training an FL model is to
memorize the patterns in the training data. However, this may
leak sensitive information when extracting data records in the
training data. Therefore, we introduce a metric to measure
the performance of FL model training using language model
perplexity [32]. Then we propose an exposure measurement
based on the perplexity.
Definition 1. Given a sequential text G1 · · · G=, the perplexity
of a language model [32] is defined as:

Perplexity , Pr(G1 · · · G=)−
1
=

=
1

=
√∏=

8=1 Pr(G8 |G1, · · · , G8−1)
. (4)

Perplexity calculates the inverse probability normalized by
the number of characters/words (=). A low perplexity indicates
the language model is good at predicting the given text. To
measure the privacy exposure, we define an exposure rate
Exposure, as the negative log perplexity:

Definition 2. Given a sequential text G1 · · · G=, the exposure
rate of a language model is defined as:

Exposure , − log Perplexity

=
1
=

=∑
8=1

log Pr(G8 |G1, · · · , G8−1). (5)

The exposure rate measures how likely the given text will
be exposed (or memorized) through the model.

Based on the definition of exposure rates, we next show
the positive correlation between the change of exposure rates
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Fig. 1: Overview of the framework for record-level privacy attacks in FL. # clients collaboratively train a global model on
their private data through asynchronous aggregation. The adversary snapshot the global model at every aggregation step. To
expose the privacy of Client 8, Eavesdropping attack eavesdrops the selection of Client 8 in each asynchronous aggregation.
Watermark attack injects a watermark into Client 8’s local data. By conducting correlation analysis, both attacks can extract
the exact private records and reveal the client identities.

and the selections of the victim client in each asynchronous
aggregation. We assume that each Client 8 contains only a
record xi. In the Cth round of aggregation, each client trains
on their local data by minimizing the loss function L(F8 ,xi)
using gradient descent:

FC
8 = F

C−1 − [ mL(F
C−1,xi)

mFC−1
8

, (6)

where L(F8 ,xi) is the log perplexity and [ is the learning
rate. FC−1 and FC−1

8
denote the weight of global model and

Client 8’s local model in the (C − 1)th round of aggregation,
respectively.

Theorem 1. The change of exposure rates of the victim
Client E’s private data xv after an aggregation is positively
correlated with the selection of Client E.

Proof. Based on Equation (6), the global weight FC in the Cth
round of aggregation is calculated as:

FC =
1∑
8 b8

∑
8

b8F
C
8

= FC−1 − [

"

∑
8

b8
mL(FC−1,xi)

mFC−1
8

, (7)

where b8 ∈ {0, 1} denotes whether Client 8 is selected for the
Cth round of aggregation, " =

∑
8 b8 is the number of selected

clients. Here we use b8 instead of bC
8

for simplicity.
We denote ExposureF C (xv) as the exposure rate of the

victim Client E’s private data xv at round C. Then the change
of the exposure rate after an aggregation can be calculated as:

ExposureF C (xv) − ExposureF C−1 (xv)
= − [L(FC ,xv) − L(FC−1,xv)]

= − [L(FC−1 − [

"

∑
8

b8
mL(FC−1,xi)

mFC−1 ,xv) − L(FC−1,xv)]

≈mL(F
C−1,xv)

mFC−1
[

"

∑
8

b8
mL(FC−1,xi)

mFC−1

(we define 6(xi) ,
mL(FC−1,xi)

mFC−1 )

=
[

"
6(xv)

∑
8

b86(xi) =
[

"

(
bE6

2 (xv) + 6(xv)
∑
8≠E

b86(xi)
)
.

(8)

Fig. 2: Eavesdropping Correlation Coefficients during FL.
Four clients collaboratively train a global model. To reveal
the client identity of the record of interest (a private record
belonging to Client 0), the adversary calculates the ECorr
between the selection of clients and the exposure rates of the
record of interest. The victim client (Client 0 in red) presents
the highest ECorr among the four clients. Hence, the adversary
can pinpoint the victim client by observing the highest ECorr.
Because [

"
62 (xv) ≥ 0, the change of exposure rates of xv is

positively correlated with the selection bE . �

B. Eavesdropping Attack

In Eavesdropping attack, we assume that for every aggre-
gation in FL, the adversary snapshots weights of the global
model and knows whether the victim client is selected in
the aggregation. For example, the adversary monitors the
communication around the victim client to acquire information
about the client selection. Based on Theorem 1, if a client
is selected for aggregation, then the training data of this
participant will be more exposed after aggregation than that
of other unselected participants. Therefore, we can derive the
client’s private record by selecting the exposed data with the
highest correlation coefficient. According to Equation (8), the
correlation relationship between the change of exposure rates
and client selection is non-linear. We leverage Spearman’s rank
correlation coefficient [33] to assess the non-linear relationship
using rank order. Given a sequential text x, we derive Eaves-
dropping Correlation Coefficient ECorr as:

ECorr , Spearman
(
{ExposureFCF (x)

− ExposureFC−1
F
(x)}, {BC }

)
, (9)
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Algorithm 1 Eavesdropping Attack
INPUT: Number of aggregation rounds ) , the index of victim
client 8, the global model F C

F , and the selection indicator of
victim client BC at the Cth round of aggregation.
OUTPUT: Prediction of private record x∗.

1: for C ← 1 to ) do
2: Record the selection of the victim client BC .
3: Snapshot the global model F C

F .
4: end for
5: Select candidate records X̂.
6: Calculate Eavesdropping Correlation Coefficient ECorr

for all x ∈ X̂.
7: Update rank A (x) for all x ∈ X̂.
8: Output the record with the highest rank, x∗ ←

argmin
x∈X̂

A (x).

where Spearman(·, ·) calculates the Spearman’s rank corre-
lation coefficient, and BC denotes an indicator function that
outputs 1 if the victim client is selected in aggregation at
the Cth aggregation round, and −1 otherwise. Here we follow
the common notation in Spearman’s rank correlation and let
BC = 2bC − 1. Eavesdropping Correlation Coefficient measures
how likely the exposure of a record correlates with a client.
Figure 2 illustrates the Eavesdropping Correlation Coefficients
during FL. The adversary can reveal the victim client’s identity
by pinpointing the client with the highest ECorr. Therefore,
by calculating the correlation between exposure rates based
on snapshotted global models and clients’ selections, the
adversary can match the client identity with the records and
then expose both client identity and the records of interest.

Algorithm 1 summarizes Eavesdropping attack. In Eaves-
dropping attack, the adversary records the selection of the
victim client for every aggregation and snapshots the updated
FL models. After federated training, the adversary analyzes
the correlation.

In the early training phase, many records close to the private
records (e.g., small edit distances) may achieve similar or
even higher coefficient rates than the private records. These
data samples may mislead the correlation measurement. To
eliminate the misleading correlation, we derive the correlation
rank by combining the rank of Eavesdropping Correlation
Coefficient and the rank of the final exposure rates.

A (x) = rank
(
ECorr(x)

)
+ rank

(
ExposureF)F (x)

)
, (10)

where rank(·) calculates the rank (ascending order) of a given
data in the candidate list, and ) denotes the last round of
aggregation. Finally, the adversary outputs the record G∗ with
the highest rank A (G∗) as the private record.

C. Watermark Attack

If the adversary cannot access the selection of clients, Wa-
termark attack brings a new approach to generate correlation.
In Watermark attack, we assume that the adversary can inject
a record (watermark) into a victim client’s dataset, but cannot
read the data. For example, many individuals (e.g., doctors,

Fig. 3: Watermark Correlation Coefficients during FL. Four
clients collaboratively train an FL model. To reveal the client
identity of the record of interest (a private record belonging
to Client 0), the adversary injects a watermark into Client 0’s
data and calculates the WCorr between the exposure rates of
the record of interest and those of the watermark. The victim
client (Client 0 in red) presents the highest WCorr among the
four clients.

pharmacists, therapists) can contribute to a hospital’s database
(i.e., local data of a client), but cannot read the whole database.
An insider attacker in the hospital (e.g., a compromised device
of a doctor) may inject a watermark into the hospital’s database
so as to extract other individuals’ data. We hypothesize that
the exposure rates of records from the same client change
similarly after each aggregation. Therefore, by comparing the
correlation of the changes of exposure rates between the
watermark and the potential records, the adversary extracts
the records of interest. Given two sequential text x and y, we
derive Watermark Correlation Coefficient WCorr as follows.

WCorr ,Spearman
(
{ExposureFCF (x) − ExposureFC−1

F
(x)},

{ExposureFCF (y) − ExposureFC−1
F
(y)}

)
. (11)

We input the candidate records as x and the watermark as y.
The higher correlation coefficient indicates the higher proba-
bility that the record of interest belongs to the victim client.
Figure 3 illustrates the Watermark Correlation Coefficients
during FL. The adversary can pinpoint the victim client’s
identity by observing the client with the highest WCorr.

Algorithm 2 summarizes Watermark attack. First, the ad-
versary randomly generates a record and injects it into the
victim client. We refer to the record as a watermark, which
indicates whether the record is involved in the model ag-
gregation or, in other words, whether the victim client is
selected for aggregation. The watermark helps differentiate
the victim client from others. Note that most data injection
attacks (e.g., data poisoning, backdoor attacks) investigate the
robustness (integrity) of machine learning models. This is
the first attempt to explore the privacy leakage caused by
data injection. To avoid detection, the adversary randomly
generates the watermark without a fixed pattern and injects
the watermark only once. The adversary snapshots the global
models in each aggregation and measures the correlation
between the exposure of the watermark and that of the records
of interest.
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Algorithm 2 Watermark Attack
INPUT: Number of aggregation rounds ) , the index of victim
client 9 , the global model F C

F at round C.
OUTPUT: Prediction of private record x∗.

1: Randomly generate a watermark H.
2: Injects a watermark H into the client 9’s training data.
3: for C ← 1 to ) do
4: Snapshot the global model F C

F .
5: end for
6: Select candidate records X̂.
7: Calculate Watermark Correlation Coefficient WCorr for

all x ∈ X̂.
8: Update rank A (x) for all x ∈ X̂.
9: Output the record with the highest rank, x∗ ←

argmin
x∈X̂

A (x).

Following the same idea as in Eavesdropping attack, we
mitigate the extensive computation and misleading correlation.
Thus, we derive a correlation ranking A based on the exposure
rates of the final round and the Watermark Correlation Coef-
ficients:

A (x) = rank
(
WCorr(x)

)
+ rank

(
ExposureF)F (x)

)
. (12)

In this way, the adversary in Watermark attack predicts the
record G∗ with the highest rank A (G∗) as the private record.

V. EXPERIMENTAL EVALUATION

In this section, we apply our proposed correlation attacks
to a language modeling task, which is one of the most
widely used FL applications [8]. We empirically evaluate
our methodology on several popular model architectures and
standard datasets.

A. Datasets, Model Architectures, and Training Setup

We evaluate the attacks on three datasets: Penn Treebank
(PTB) [34], WikiText-2 (Wiki2) [35], and Enwik8 [36]. The
PTB dataset is a small dataset containing about 5MB text from
newspapers. The WikiText-2 dataset consists of about 11MB
text extracted from Wikipedia. The Enwik8 dataset is the
largest one containing about 100MB English Wikipedia text.
We lowercase all the characters in the datasets and separate
all datasets into three parts: training, validation, and testing.
In addition, we filter the Enwik8 dataset to clean texts, which
contains only 26 letters a through z, 10 digits 0 through 9, and
spaces.

We train character-level language models using a three-layer
LSTM model [27]. We deploy an embedding layer with 128
units and three LSTM layers with 128 units each for the PTB
dataset, 512 units for the Wiki2 dataset, and 1024 units for the
Enwik8 dataset. In the experiment, four clients jointly train
an FL model, and in each aggregation round, two clients will
be selected to upload their models for aggregation (We will
evaluate the impact of different numbers of clients In Sec-
tion V-C). Each client uses 1/4 of the training dataset without
overlapping as their training data. We randomly sample social

security numbers from a uniform distribution and add a private
record “my social security number is xxx-xx-xxxx” to each
client’s training dataset. We insert the private record four times
(eight times for the Enwik8 dataset) into each client’s training
dataset. We will discuss the impact of the number of record
insertions in Section V-C. If not explicitly mentioned, we use
the above setting as default in the experiments.

We adopt Adam [37] as the optimizer with an initial learning
rate of 0.001 and batch size 128 to train the models and
reduce the learning rate by 10 if the validation loss does not
decrease in the last five rounds. We clip gradients in training
to avoid exploding gradients (gradients are clipped if greater
than 1 or less than -1). Clients train the models for two (local)
epochs between each asynchronous aggregation. In total, the
FL model is aggregated for 400 rounds. In addition, overfitting
is one of the reasons that neural networks can remember the
input data. Therefore, to avoid overfitting, we carefully design
our training process using dropout and early stopping: 1) We
deploy dropout in the models. 10% dropout is applied to the
output of the LSTM layers to avoid overfitting; 2) The server
monitors the performance of the models on the validation
datasets and stops the training if the validation loss does not
decrease for several rounds of aggregation.

B. Performance Evaluation

Evaluation Metrics. We evaluate these two attacks using
the following two metrics. 1) Top-K accuracy: we calculate the
probability that whether the private record of the victim client
matches the top-K record candidates inferred by the adversary.
The correct inference indicates that the adversary can predict
both the content and the client identity of the private record
correctly. 2) Top-K smallest edit distance: we calculate the
smallest edit distance of the distances between top-K record
candidates and the private record. This indicates how close the
predicted record to the private record.

We report Bit per Character (BPC) to measure the average
performance of language models for characters over the test
dataset. Given a text G1 · · · G= and a language model FF with
parameters F, BPC is defined as log2 Perplexity.

Baseline Attack. Carlini et al. showed that their approach
could expose the sensitive text record in standalone machine
learning [20]. We use their approach as our baseline and
compare it with our proposed Eavesdropping Attack and
Watermark Attack.

We report the accuracy and smallest distances achieved by
the three approaches (Baseline Attack, Eavesdropping Attack,
and Watermark Attack) on the PTB, Wiki2, and Enwik8
dataset (Table I, II, III, IV, V, and VI). Top-1 accuracy shows
that the success rate of adversaries predicting the confidential
records of clients with one guess. From the results, we observe
much higher attack accuracies achieved by our proposed
Eavesdropping Attack and Watermark Attack, compared with
Baseline Attack. When the adversaries have multiple chances
to guess the confidential records (e.g., 50 guesses), we observe
that the adversaries can achieve no less than 80% accuracies
(Top-50 accuracy in the tables), which poses severe privacy
threats to the clients. For example, to extract records from
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TABLE I: Accuracy comparison on the PTB dataset.

Accuracy Baseline
attack

Eavesdropping
attack

Watermark
attack

Top-1 0.25 0.98 0.80
Top-5 0.75 0.98 0.80
Top-10 0.83 0.98 0.80
Top-20 0.85 1.00 0.90
Top-50 0.95 1.00 1.00

TABLE II: The smallest edit distance comparison on the PTB
dataset.

Distance Baseline
attack

Eavesdropping
attack

Watermark
attack

Top-1 5.85 0.08 1.40
Top-5 1.73 0.05 1.40
Top-10 1.08 0.05 1.40
Top-20 0.88 0.00 0.30
Top-50 0.20 0.00 0.00

TABLE III: Accuracy comparison on the Wiki2 dataset.

Accuracy Baseline
attack

Eavesdropping
attack

Watermark
attack

Top-1 0.25 0.58 0.30
Top-5 0.38 0.73 0.50
Top-10 0.45 0.75 0.60
Top-20 0.53 0.75 0.60
Top-50 0.55 0.80 0.70

TABLE IV: The smallest edit distance comparison on the
Wiki2 dataset.

Distance Baseline
attack

Eavesdropping
attack

Watermark
attack

Top-1 5.78 1.65 2.10
Top-5 4.03 1.20 1.70
Top-10 3.48 1.10 1.00
Top-20 2.98 1.03 1.00
Top-50 2.58 0.90 0.60

TABLE V: Accuracy comparison on the Enwik8 dataset.

Accuracy Baseline
attack

Eavesdropping
attack

Watermark
attack

Top-1 0.25 0.50 0.10
Top-5 0.50 0.68 0.20
Top-10 0.55 0.78 0.30
Top-20 0.63 0.78 0.40
Top-50 0.63 0.80 0.80

the PTB dataset, our proposed attacks can achieve 100%
accuracies after 20 guesses (Top-20 accuracy). Furthermore,
according to the results of edit distances, the extracted records
derived from our proposed attacks are very close to the
confidential records of clients (no more than one character
different after 50 guesses). With the increase of clients’ data
sizes (from PTB to WIki2 to Enwik8), the performance of
record extraction will be slightly decreased, but it is still
highly likely to leak the record information based on the three
evaluated datasets. The experimental results demonstrate that
both Eavesdropping Attack and Watermark Attack can extract
exact records and reveal their client identities with much
higher accuracy rates and smaller edit distances compared
to Baseline Attack.

TABLE VI: The smallest edit distance comparison on the
Enwik8 dataset.

Distance Baseline
attack

Eavesdropping
attack

Watermark
attack

Top-1 5.63 1.53 3.30
Top-5 3.33 1.08 2.60
Top-10 2.80 0.73 2.30
Top-20 2.43 0.70 1.90
Top-50 2.23 0.63 1.00

C. Ablation Study

We now investigate the performance of attacks under dif-
ferent settings: different numbers of private record insertions
(1, 2, 4, 8), different numbers of local epochs (1, 2, 4, 8), and
different numbers of clients (4, 8, 16, 32). Figure 4 and 5
demonstrate the (Top-1) accuracy and edit distance under
different settings.

We first investigate the impact of the number of private
records in the victim client’s data. Hence, we insert the
records 1, 2, 4, and 8 times to the client’s local data. Record-
level privacy is more likely to be exposed with more record
insertions in clients’ data (Figure 4a and 5a). We observe
that the increasing number of local epochs does not have a
significant impact on the proposed attacks (Figure 4b and 5b).
However, with an increasing number of clients, the risk of
Eavesdropping Attack and Watermark Attack will be reduced
(Figure 4c and 5c). Since, in our experimental setting, we
assume each client has a confidential record with a similar
pattern (starting with “my social security number is ” and
followed by nine digits), with the increasing number of clients,
the similar records learned by the global model increase the
difficulties of adversaries to differentiate the specific record
from the victim client. That is to say, if not many clients
(# ≤ 16) are involved in the FL, it is highly likely that
the private records and client identities will be exposed.
Comparing Eavesdropping Attack and Watermark Attack in all
the settings, we find that Eavesdropping Attack causes higher
risk in most of the settings, but the risk gap can be narrowed
down with the increasing number of record insertions and local
epochs.

VI. COUNTERMEASURES

In this section, we investigate three potential countermea-
sures to mitigate the record-level privacy leakage due to
Eavesdropping attack and Watermark attack.

A. Obfuscate Word Embedding

Word embedding is a widely-used neural network module
for almost all NLP tasks, which encodes discrete text inputs to
a continuous embedding space. However, word embedding is
likely to leak sensitive data information - if a record is used for
training, its corresponding parameters in the embedding layer
are more likely to be changed. We propose three approaches to
obfuscate the information collected in word embedding during
training and prevent record-level privacy leakage, including
Noised Embedding, Dropout Embedding, and Adversarial Em-
bedding, which are given below, respectively.
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(a) Different number of private record inser-
tions. (b) Different number of local epochs. (c) Different number of clients.

Fig. 4: Comparison of accuracy performance under different settings: different number of private record insertions, different
number of local epochs, and different number of clients.

(a) Different number of private record inser-
tions. (b) Different number of local epochs. (c) Different number of clients.

Fig. 5: Comparison of edit distance performance under different settings: different number of private record insertions, different
number of local epochs, and different number of clients.

• Noised Embedding. We add noises to the output of
the embedding layer during clients’ local training. The
noises are sampled from a Gaussian distribution N(0, f).
We report the results with different noise scales (f ∈
{0.01, 0.001, 0.0001}).

• Dropout Embedding. We randomly dropout part of the
embedding outputs during clients’ local training to miti-
gate the record leakage. We report the results with differ-
ent dropout rates (A ∈ {0%, 10%, 20%, 30%, 40%, 50%}).

• Adversarial Embedding. Adversarial examples are a small
perturbation to the input samples that mislead the outputs
of a well-trained model in the inference phase. Adver-
sarial examples degrade the robustness of a well-trained
model. Next, we investigate the relationship between
model robustness and privacy preservation. We increase
the model robustness by adversarial training - introducing
adversarial examples in the training phase for every
client. We follow the virtual adversarial training proposed
in [38]. Specifically, we generate adversarial perturbations
to the embedding layer and train the language model with
both the original embedding vectors and the adversarial
embedding vectors. The perturbation added to the embed-

TABLE VII: Impact of Noised Embedding on Eavesdropping
attack and Watermark attack.

Noise
scale (f) Accuracy Distance BPC

Eavesdropping
attack

0.01 0.00 7.50 3.62
0.001 0.75 0.30 1.38

0.0001 0.80 0.25 1.40

Watermark
attack

0.01 0.00 7.70 3.62
0.001 0.80 0.60 1.38

0.0001 0.80 0.80 1.39

ding layer can be calculated as:

X = −n g

‖g‖ , (13)

where g is the gradient of original word embedding vec-
tors derived from the loss function. We compare different
magnitudes on the perturbations (n ∈ {1, 0.1, 0.01}).

In the experiment, we find that Noised Embedding can re-
duce the attack accuracy to 0%, but, in the meantime, degrade
the model performance to a low BPC of 3.62 (Table VII).
Adversarial Embedding does not help reduce the privacy risk
against Eavesdropping attack (Table IX). Adversarial Embed-
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TABLE VIII: Impact of Dropout Embedding on Eavesdrop-
ping attack and Watermark attack.

Dropout
rate (A ) Accuracy Distance BPC

Eavesdropping
attack

0% 0.98 0.08 1.44
10% 0.90 0.40 1.38
20% 0.93 0.45 1.37
30% 0.73 0.75 1.38
40% 0.68 1.05 1.38
50% 0.65 0.95 1.38

Watermark
attack

0% 0.50 1.80 1.43
10% 0.80 0.20 1.38
20% 0.90 0.10 1.36
30% 0.70 0.30 1.36
40% 0.70 0.30 1.36
50% 0.50 0.90 1.37

TABLE IX: Impact of Adversarial Embedding on Eavesdrop-
ping attack and Watermark attack.

Adversarial
magnitude (_) Accuracy Distance BPC

Eavesdropping
attack

1.00 0.88 0.38 1.41
0.10 1.00 0.00 1.38
0.01 1.00 0.00 1.39

Watermark
attack

1.00 0.90 0.10 1.37
0.10 0.80 0.40 1.39
0.01 1.00 0.0 1.38

ding even increases the privacy risk against Watermark attack,
which was also observed in [39]. Dropout Embedding alone
does mitigate the risk of record leakage while maintaining
model performance (Table VIII), but the proposed attacks
could still achieve 50% accuracy (success rate) in record
extraction.

B. Avoid Overfitting

Overfitting is considered as one of the potential reasons
for privacy leakage: the language model performs perfectly
on the training data, but cannot be generalized to the test
data. We apply dropout to the outputs of LSTM layers to
prevent overfitting. To avoid ambiguity with Dropout Embed-
ding, we name this approach LSTM Dropout. We vary the
dropout rates A from 0% to 50% and investigate their impact
on privacy leakage. We report the Top-1 accuracy and the
smallest distance in Table X. We observe that dropout does not
significantly reduce the privacy risk caused by Eavesdropping
attack and Watermark attack. Higher dropout rates may prevent
privacy leakage, but lower the models’ performance as well.
The defender may need to balance the risk of privacy leakage
and model performance.

C. Differential Privacy

Differential privacy is a strategy to bound the individual
information exposure when running an algorithm 5 . In this
paper, we use (n, X)-differential privacy to measure the privacy
of the FL model. An algorithm 5 is (n, X)-differential private
on a dataset D if

Pr( 5 (D) ∈ () ≤ X + 4n Pr( 5 (D ′) ∈ (), (14)

TABLE X: Impact of LSTM Dropout on Eavesdropping attack
and Watermark attack.

Dropout
rate (A ) Accuracy Distance BPC

Eavesdropping
attack

0% 0.98 0.20 1.43
10% 0.98 0.08 1.44
20% 1.00 0.00 1.36
30% 0.93 0.10 1.38
40% 0.23 3.05 1.44
50% 0.05 4.95 1.46

Watermark
attack

0% 0.50 1.80 1.43
10% 0.80 0.20 1.37
20% 0.40 2.10 1.41
30% 0.50 2.40 1.40
40% 0.20 4.00 1.44
50% 0.00 5.50 1.46

TABLE XI: Impact of Differential Privacy on Eavesdropping
attack and Watermark attack.

Noise
scale (f) Accuracy Distance BPC

Eavesdropping
attack

0.01 0.98 0.10 1.39
0.10 0.03 5.05 1.51
1.00 0.00 7.48 1.96

Watermark
attack

0.01 1.00 0.00 1.37
0.10 0.60 1.70 1.44
1.00 0.00 7.70 1.78

for any set ( of possible outputs of 5 and neighbor dataset
� ′. We apply the differentially private SGD algorithm (DP-
SGD) [40] to mitigating the privacy leakage. DP-SGD clips the
models’ gradient and adds Gaussian noise to the gradients to
fulfill (n, X)-differential privacy. We investigate three different
privacy budgets (n, X) by adding Gaussian noise N(0, f).
We evaluate our approaches with different noise scales (f ∈
{0.01, 0.1, 1}).

From the experimental results (Table XI), we observe that
differential privacy can reduce the impact of Eavesdropping
attack and Watermark attack, but at the cost of degrading the
models’ performance. With a larger noise scale f, differential
privacy may reduce the data exposure to 0% accuracy, while
the performance of the model is reduced to 1.77 BPC. There-
fore, the utility-privacy trade-off is critical for developing FL
models, which was also observed in standalone models [41].

D. Secure Aggregation

Secure Aggregation, as one of the Secure Multiparty Com-
putation (SMC) algorithms, has been applied to protect the
privacy of clients’ model [5], [6], [18], [19]. Clients encrypt
their private models through secure aggregation algorithms,
and the server can only decrypt the sums of the model
parameters. Clients’ local models are not exposed to the
server and other clients using secure aggregation. However, our
proposed approaches do not require the knowledge of clients’
local models. Therefore, encrypting local models using secure
aggregation is not applicable to reduce the risk of record-level
privacy.

In summary, among all the countermeasures we investigate,
most approaches need significantly sacrifice the model perfor-
mance to reduce privacy risk (e.g., Noise Embedding, LSTM
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Dropout, and Differential Privacy). Adversarial Embedding
and Secure Aggregation are limited in preventing record-
level privacy leakage. Only Dropout Embedding can partially
mitigate the risk of record-level privacy while maintaining the
model performance. Unfortunately, the identified attacks in
this paper could still achieve 50% accuracy in record extraction
when applying Dropout Embedding as a defense.

VII. CONCLUSION

In this paper, we have made the first attempt to explore the
record-level data leakage in federated learning even without
access to the victim client’s local model. We have developed
a unified framework, under which two correlation attacks,
Eavesdropping attack and Watermark attack, could extract
clients’ private records and reveal client identities. Through
extensive studies, we have demonstrated the effectiveness of
the identified attacks on three widely used language modeling
datasets. Accordingly, we have investigated several counter-
measures against such attacks. We have discovered that most
countermeasures do reduce the risk of record extraction but
significantly sacrifice model performance, and only applying
dropout in word embedding could mitigate the risk of record
leakage while maintaining model performance. Unfortunately,
the identified attacks could still achieve 50% accuracy in
record extraction. This paper has indeed demonstrated the real
privacy threats for the existing federated learning. We hope
that our work serves as the first step to facilitate the future
privacy research on privacy protection in emerging future IoT
systems.
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