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Abstract—In this correspondence, we propose to exploit vehicles waiting at red lights as virtual network infrastructure, for communication, computing, and storage, based on the observation that there always exists a direction getting red lights at signalized intersections. To illustrate our idea, we study how those vehicles stopping at red lights can be utilized as vehicular temporary storage (VTS) to create more contact opportunities between vehicles at signalized intersections and facilitate timely data transportation. We design a VTS-assisted data transportation scheme through Markov decision processes and demonstrate its effectiveness via simulations.
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I. INTRODUCTION

With the impetus from both governments and industries, vehicles are expected to be equipped with communication devices in the near future [1]–[3]. Unlike traditional mobile devices, vehicles are less constrained in size and power supply and their mobility is more regular. With proper management, we can exploit the mobility of vehicles and the store-carry-forward mechanism to offload delay-tolerant traffic from existing telecommunication networks, which not only relieves network congestion but also supports newly emerging smart-city applications [3], [4]. For example, this vehicle-aided data delivery is particularly useful for supporting vehicle-based urban sensing services in smart cities. To support self-driving, vehicles will be equipped with various sensing devices for environment perception. Besides self-driving, the data sensed by these sensing devices can also be used to support different smart-city applications, such as traffic monitoring, environmental monitoring, and distributed surveillance [5]. Considering the large numbers of vehicles in the cities and the large amount of sensing data generated per vehicle, the data traffic generated from sensing data collection could potentially overwhelm existing telecommunication networks [5], [6]. In this case, the vehicle-aided data delivery offers us an alternative way to complement exiting telecommunication networks in sensing data collection. In the subsequent development, we call the procedure where vehicles store and carry data to intended locations as data transportation.

One of the key challenges to utilize vehicles for data transportation is their uncertain mobility at intersections. If not properly handled, data can be delivered to a direction which leads to unsuccessful delivery due to the violation of delay constraints [7]. For illustrative purpose, let us consider the scenario shown in Fig. 1 where a data-carrying vehicle, vehicle A, approaches intersection 1. The data carried on vehicle A needs to be uploaded to data networks via a roadside unit (RSU). Due to delay constraints, RSU1 located at intersection 4 is the only RSU through which the data block can be timely uploaded. Namely, if vehicle A does not turn right at intersection 1, either uploading via another RSU, such as RSU2 at intersection 3, or replanning the path for data transportation will result in unsuccessful delivery because of the violation of delay constraints. In this case, an effective way to enable timely data uploading is to transfer the carried data block to another vehicle which moves towards RSU1. In the subsequent development, such a vehicle will be called a connecting vehicle. Due to mobility, vehicle A stays at intersection 1 for a limited duration and the contact opportunities between vehicle A and other vehicles are limited. Thus, the probability that vehicle A encounters a connecting vehicle is limited. In the literature, this challenge is usually addressed by deploying a storage device, called dropbox or throwbox, at the corresponding intersection, which creates more contact opportunities between data-carrying vehicles and other vehicles [8]. Unfortunately, as pointed out in [8], [9], the number of intersections with dropboxes/throwboxes deployed is limited by the deployment cost. Thus, we still need to
find ways to create more contact opportunities between data-carrying vehicles and other vehicles at intersections where dropboxes/throwboxes are not deployed.

In this correspondence, we propose to exploit the vehicles waiting at red lights to our advantage by noticing that there is always one direction with red light at a signalized intersection. According to current industrial initiatives, vehicles will support services far beyond safety related services and thus are expected to be equipped with powerful communication devices with sufficient computing and storage capabilities [10], [11]. With proper management, the vehicles stopping at red lights can potentially serve as a virtual infrastructure for either edge computing or short-term data storage. Above observations motivate us to employ vehicles stopping at red lights as vehicular temporary storage (VTS) for carried data blocks so that more contact opportunities between data-carrying vehicles and other vehicles are created. For the example shown in Fig. 1, if vehicle A caches the carried data block in vehicle B which is waiting at the red light at intersection 1, this data block can be transferred to vehicle C which possibly turns right at intersection 1 but is outside the transmission range of vehicle A, through vehicle B. In this way, we can create more contact opportunities between data-carrying vehicles and other vehicles at intersections and thus facilitate timely data transportation without excessive deployment of infrastructure, such as dropboxes/throwboxes. It should be noted that how vehicles waiting at red lights are used in this paper is different from that in [12]–[14]. In [12]–[14], the authors exploit the communication capability of vehicles waiting at red lights to relay data towards red light segments and investigate how to select the most appropriate route for each data block at signalized intersections. In contrast, in this paper, we exploit the onboard storage of vehicles waiting at red lights as temporary storage at signalized intersections to increase the probability that the data block is routed along certain directions.

In the following, we will study how to utilize such VTS for data transportation at intersections under our recently proposed vehicular cognitive capability harvesting network (V-CCHN) [3]. Particularly, we design a VTS-assisted data transportation (VADT) scheme through Markov decision processes and demonstrate its effectiveness via simulations. To facilitate easy reading, the important concepts/abbreviations used in this paper are summarized in Table I.

II. NETWORK MODEL

The V-CCHN is designed to opportunistically exploit vehicles traveling in cities as a “transmission medium” (i.e., an opportunistic data carrier), besides wireless spectrum, to transport massive volume of data from the location where it is collected to the place where it is consumed or utilized in a smart city environment. The V-CCHN consists of a secondary service provider (SSP), cognitive radio router enabled vehicles (CRVs), and cognitive radio capable roadside units (CRSU) [3], [15], [16]. The SSP is the operator of the V-CCHN and coordinates CRVs to either offload delay-tolerant traffic from existing telecommunication networks or transport a large amount of data for smart-city applications. For example, the city government can assume the role of SSP and designate a telecommunications operator to provide the information and communications technology (ICT) support for smart city operations. CRSU.s are roadside infrastructure nodes deployed by the SSP and provide access to data networks. Interested readers are referred to [3] for detailed introduction to the V-CCHN.

In this correspondence, we are interested in the data transportation at a specific intersection as shown in Fig. 2. The east/westbound road has the green light and the south/northbound road has the red light. For simplicity, we only consider the data-carrying CRVs moving from west to east and assume all the carried data needs to be delivered to the CRSU shown in Fig. 2 for timely uploading. Since the SSP might have different amount of information on data-carrying CRVs and other CRVs, the probability that a data-carrying CRV turns right at the intersection is set as \( q \), whereas, other CRVs turn right at the intersection with probability \( p \). In the subsequent development, we will study how the SSP utilizes the CRVs stopping at the red light as the VTS for efficient data transportation within the duration of a green interval where the east/westbound road gets the green light.

To perform the evaluation of the proposed scheme, we consider a time slotted system where a slot corresponds to the control granularity of the SSP, i.e., the control interval, determined by the data block design (or burst transmission mechanism). Data-carrying CRVs arrive at the intersection at the beginning of each time slot and the considered green interval consists of \( K \) slots. Noticing that the mobility of CRVs before reaching the intersection is constrained by road topology, the SSP is assumed to exactly know when each CRV arrives at the intersection. Data-carrying CRVs arrive at the intersection at the beginning of each time slot, and there is at most one data-

1Although sometimes we could learn the turning directions of vehicles through their lanes, this is not always the case. For example, when there is no right turn only lane, the vehicles in the rightmost lane can either turn right or go straight. Moreover, as mentioned in [17], lane information might not be available when making data routing decisions. In view of this, we characterize the mobility of vehicles through turning probabilities instead of the turning direction.
carrying CRV arriving at each time slot\(^2\). The indices of the time slots with data-carrying CRV arriving are collected in a set \(K\). Upon the arrival of a data-carrying CRV, the SSP determines if the data-carrying CRV should cache a copy of the carried data in the VTS or transfer it to another CRV moving towards the CRSU, if possible. For the time slot without data-carrying CRVs arriving, if there happens to be a CRV moving towards the CRSU at the intersection, the SSP can choose to deliver the data block cached in the VTS to this vehicle for uploading. In the next section, we formulate this VADT process as a Markov decision process, which facilitates the derivation of the optimal VADT scheme yielding the optimal strategy for the SSP at each time slot.

### III. Problem Formulation

#### A. State Space and Actions

At the beginning of each slot, the SSP learns the arrivals of data-carrying CRVs, the availability of candidate connecting CRVs\(^3\), the status of the VTS, and the number of data blocks being successfully directed towards the CRSU in the last time slot. Then, the state of the considered system at the \(k\)th slot is

\[
s(k) = (e(k), n(k), \eta(k), \beta(k)),
\]

where \(e(k)\) equals 1 when a data-carrying CRV arrives at the considered intersection at the \(k\)th slot and equals 0 otherwise. \(n(k)\) represents if there exist candidate connecting CRVs at the intersection at the \(k\)th slot. \(n(k) = 1\) implies that at least a candidate connecting CRV is available, and \(n(k) = 0\), otherwise. Considering the large size of the data carried on each vehicle and the availability of communication resources, when \(n(k) = 1\), at most a data block, be it carried by the data-carrying CRV or cached at the VTS, can be transferred to candidate connecting CRVs during the \(k\)th slot. For simplicity, we assume that only one data block can be cached at the VTS. Thus, \(\eta(k)\) is used to indicate if the VTS is able to cache a data block at the \(k\)th slot and can take value either 0 or 1. When \(\eta(k) = 1\), the VTS is able to cache the data carried by the data-carrying CRV at the \(k\)th slot, and \(\eta(k) = 0\), otherwise. \(\beta(k)\) is the number of data blocks being successfully directed towards the CRSU after the \((k-1)\)th slot. Noticing that, at most two data blocks, the one cached at the VTS and the one carried by the data-carrying CRV, are handled during each time slot, \(\beta(k)\) can potentially be 0, 1, and 2.

The SSP makes data transportation decisions, denoted as \(a(k)\), based on \(s(k)\) at the beginning of the \(k\)th slot. For the considered scenario, there are generally 4 possible choices for \(a(k)\),

\[
a(k) = \begin{cases} 
0 & \text{take no action} \\
1 & \text{transfer the carried data to } \nu \\
2 & \text{transfer the cached data to } \nu \\
3 & \text{cache the carried data at the intersection,}
\end{cases}
\]  

where the carried data is the data carried by the data-carrying CRV, the cached data is the data cached at the VTS at the considered intersection, and \(\nu\) represents the candidate connecting CRVs. Clearly, action 1 and action 2 are available at the \(k\)th slot only when \(n(k) = 1\), and action 3 is available at the \(k\)th slot only when \(\eta(k) = 1\). Through this Markov decision process, the SSP can obtain a policy \(g\) which specifies the actions to be selected at each state of each stage, i.e., \(a(k) = g(s(k))\) [18]. To proceed further, the state transition probabilities will be derived in the next subsection.

---

\(^2\)Given large numbers of vehicles traveling in the city, not all of them will serve as data carriers. Noticing that this paper serves as the proof-of-concept study of our idea, we assume at most one data-carrying vehicle arrives at the intersection during each time slot just for the illustrative purposes.

\(^3\)Candidate connecting CRVs refer to the CRVs moving towards the CRSU at the considered intersection and are able to receive the data blocks from the data-carrying CRVs or the VTS.

<table>
<thead>
<tr>
<th>Concept/Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>VTS</td>
<td>The temporary storage offered by vehicles stopping at red lights</td>
</tr>
<tr>
<td>VADT</td>
<td>VTS-assisted data transportation</td>
</tr>
<tr>
<td>V-CCHN</td>
<td>A network utilizes the “free” resource, opportunistic presence of vehicles and their mobility, to carry data closer to the location where data is consumed</td>
</tr>
<tr>
<td>SSP</td>
<td>The service provider which manages the operation of the V-CCHN</td>
</tr>
<tr>
<td>CRV</td>
<td>Vehicles opportunistically utilized in the V-CCHN to carry and forward data</td>
</tr>
<tr>
<td>CRSU</td>
<td>Roadside infrastructures where the access to data networks is provided</td>
</tr>
</tbody>
</table>
B. State Transition Probabilities

Noticing that state transitions depend on both \(s(k)\)'s and \(a(k)\)'s, we have the following state transition probability

\[
P(s(k+1) = (e', n', \eta', \beta') | s(k) = (e, n, \eta, \beta), a(k) = a) = P(e(k+1) = e', n(k+1) = n', \eta(k+1) = \eta', \beta(k+1) = \beta') = P(e = e, n(k) = n, \eta(k) = \eta, \beta(k) = \beta, a(k) = a).
\]

(3)

Since the SSP knows when each data-carrying CRV arrives at the considered intersection, \(e(k+1)\) is independent of \(s(k)\) and \(a(k)\). Given each CRV turns right at the considered intersection with probability \(p\), \(a(k+1)\) is closely related to the number of CRVs which could potentially serve as connecting CRVs in the \((k+1)\)th time slot, denoted as \(N(k+1)\). As mentioned in Section II, the SSP accurately knows when each CRV arrives at the intersection. Thus, \((N(k)')s\) are known to the SSP, which implies that \(n(k+1)\) is independent of \(s(k)\) and \(a(k)\). In view of this, the state transition probability in (3) can be reformulated as

\[
P(s(k+1) = (e', n', \eta', \beta') | s(k) = (e, n, \eta, \beta), a(k) = a) = P(e(k+1) = e') P(n(k+1) = n')
\]

\[
\times P(\eta(k+1) = \eta', \beta(k+1) = \beta' | e(k) = e, n(k) = n, \eta(k) = \eta, \beta(k) = \beta, a(k) = a)
\]

(4)

Given \(e(k) = e\), \(n(k) = n\), \(\eta(k) = \eta\), \(\beta(k) = \beta\), and \(a(k) = a\), \(\eta(k+1)\) is independent of \(\beta(k+1)\). Thus, \(\phi\) in (4) can be further obtained as

\[
\phi = P(\eta(k+1) = \eta' | e(k) = e, n(k) = n, \eta(k) = \eta, \beta(k) = \beta, a(k) = a)
\]

\[
\times P(\beta(k+1) = \beta' | e(k) = e, n(k) = n, \eta(k) = \eta, \beta(k) = \beta, a(k) = a)
\]

(5)

By definition, \(P(e(k+1) = e')\) can be expressed as

\[
P(e(k+1) = e') = \begin{cases} 0 & \{e' = 1, k + 1 \notin K\} \cup \{e' = 0, k + 1 \in K\} \\ 1 & \{e' = 0, k + 1 \notin K\} \cup \{e' = 1, k + 1 \in K\} \end{cases}
\]

(6)

As aforementioned, given \(N(k+1)\), \(n(k+1)\) follows a binomial distribution with parameters \(N(k+1)\) and \(p\). Then, \(P(n(k+1) = n')\) can be derived as

\[
P(n(k+1) = n') = \begin{cases} (1-p)^N(k+1) & n' = 0 \\ 1 - (1-p)^N(k+1) & n' = 1 \\ \end{cases}
\]

(7)

From (4) and (5), we still need to find the expressions for \(\phi_1\) and \(\phi_2\). Clearly, both \(\eta(k+1)\) and \(\beta(k+1)\) depend on the values of \(e\), \(n\), \(\eta\), and \(a\). To facilitate the derivation of \(\phi_1\) and \(\phi_2\), we need to consider the following cases.

1) \(e = 0\), \(n = 0\), \(\eta = 0\): In this case, the only available action for the SSP is \(a = 0\), and thus we have

\[
\phi_1 = \begin{cases} 1 & \eta' = 1, a = 0 \\ 0 & \eta' = 0, a = 0, \beta' = 0, a = 0 \end{cases}
\]

(8)

2) \(e = 0\), \(n = 0\), \(\eta = 1\): Similar to the first case, only \(a = 0\) is available to the SSP. \(\phi_1\) can be expressed as

\[
\phi_1 = \begin{cases} 1 & \eta' = 1, a = 0 \\ 0 & \eta' = 0, a = 0. \end{cases}
\]

(9)

The expression for \(\phi_2\) is the same as that in (8).

3) \(e = 0\), \(n = 1\), \(\eta = 0\): In this case, action 0 and action 2 are available to the SSP. Then, it follows

\[
\phi_1 = \begin{cases} 1 & \{\eta' = 0, a = 0\} \cup \{\eta' = 1, a = 2\} \\ 0 & \text{otherwise}, \end{cases}
\]

(10)

4) \(e = 0\), \(n = 1\), \(\eta = 1\): In this case, only action 0 is available to the SSP. Thus, the expression of \(\phi_1\) is the same as (9) and that of \(\phi_2\) is the same as that in (8).

5) \(e = 1\), \(n = 0\), \(\eta = 0\): The SSP can only choose action 0 in this case. The expression of \(\phi_1\) is the same as in (8). \(e = 1\) implies that a data-carrying CRVs arrives at the intersection for the considered time slot. Noticing that the data-carrying CRV can potentially turn right at the intersection, \(\phi_2\) can be derived as

\[
\phi_2 = \begin{cases} 1 - q & \beta' = 0, a = 0 \\ q & \beta' = 1, a = 0 \\ 0 & \text{otherwise}, \end{cases}
\]

(11)

where \(q\) is the probability that the data-carrying CRV turns right at the intersection.

6) \(e = 1\), \(n = 0\), \(\eta = 1\): The SSP can choose either action 0 or action 3 in this case. When action 3 is selected, the SSP directs the data-carrying CRV to cache a copy of the carried data block to the VTS. If the data-carrying CRV turns right during the considered time slot, the copy cached at the VTS will be removed. Then, \(\phi_1\) and \(\phi_2\) can be derived as

\[
\phi_1 = \begin{cases} 1 - q & \eta' = 0, a = 3 \\ q & \eta' = 1, a = 3 \\ 1 & \eta' = 1, a = 0 \\ 0 & \text{otherwise}, \end{cases}
\]

(12)

7) \(e = 1\), \(n = 1\), \(\eta = 0\): In this case, action 0, action 1, and action 2 are available to the SSP. By definition, \(\phi_1\) and \(\phi_2\) can be derived as

\[
\phi_1 = \begin{cases} 1 & \{\eta' = 0, a = 0\} \cup \{\eta' = 1, a = 2\} \\ 0 & \text{otherwise}, \end{cases}
\]

(13)
8) $c = 1, n = 1, \eta = 1$: In this case, action 0, action 1, and action 3 are available to the SSP. Then, $\phi_1$ and $\phi_2$ can be obtained as

$$
\phi_1 = \begin{cases} 
1 - q & \eta' = 0, a = 3 \\
q & \eta' = 1, a = 3 \\
1 & \{\eta' = 1, a = 0\} \cup \{\eta' = 1, a = 1\} \\
0 & \text{otherwise}, \\
\end{cases}
$$

$$
\phi_2 = \begin{cases} 
1 - q & \{\beta' = 0, a = 0\} \cup \{\beta' = 0, a = 3\} \\
q & \{\beta' = 1, a = 0\} \cup \{\beta' = 1, a = 3\} \\
1 & \beta' = 1, a = 1 \\
0 & \text{otherwise}. \\
\end{cases}
$$

(14)

With (6), (7), and the results for $\phi_1$ and $\phi_2$, the state transition probabilities can be obtained based on (4) and (5).

C. Objective and Reward

The SSP attempts to deliver as many data blocks towards the CRSU as possible during the $K$ time slots. This implies that the SSP needs to find a policy $g^*$ to maximize

$$
\vartheta = R(g) = E \left[ \sum_{k=1}^{K} R(s(k), s(k+1), a(k)) \right],
$$

where $R(s(k), s(k+1), a(k))$ is the reward received during the $k$th time slot and can be expressed as

$$
R(s(k), s(k+1), a(k)) = \beta(k+1) R,
$$

(15)

where $R$ is the reward received by directing a data block towards the CRSU. With the state transition probability obtained in Section III.B, the SSP can obtain the optimal policy $g^*$, i.e., the optimal VADT scheme, via dynamic programming [18].

IV. PERFORMANCE EVALUATION

In this section, simulations are conducted to evaluate the effectiveness of the proposed VADT and the performance of the obtained VADT scheme. We consider the scenario shown in Fig. 2 where the east/westbound road gets the green light and the data-carrying CRVs arrive at the intersection from the west. The green interval consists of $K = 10$ time slots. Once a data block is successfully directed towards the CRSU, a reward of $R = 1$ is obtained. Thus, the total reward received during the $K$ time slots, $\vartheta$, is the average number of data blocks which have been successfully directed towards the CRSU. In the simulations, $K = \{1, 2, 3, 5, 7, 9\}$ and the values of $N(k)$'s, $k = 2, \cdots, K$, are set according to the vector $[2 \ 0 \ 1 \ 0 \ 2 \ 2 \ 0 \ 1 \ 0 \ 2]$. At the beginning of the first time slot, there is a candidate connecting CRV at the intersection and the VTS is able to cache a data block. $\beta(1)$ is set to 1.

In Fig. 3, we evaluate the performance of the obtained VADT scheme by comparing it with a benchmark scheme where the VTS is not utilized. In the benchmark scheme, the data-carrying CRV does not utilize the VTS to cache a copy of the carried data but attempts to transfer the carried data to a candidate connecting CRV when possible. The parameter settings are the same as introduced at the beginning of this section except $p = 0.5$. From Fig. 3, the VADT scheme achieves significant performance gain over the benchmark scheme, particularly when $q$ is small. Since $q$ is the probability that the data-carrying CRVs turn to the desired direction, a smaller $q$ means the data-carrying CRVs will deviate from the intended direction with higher probability. Noticing that the VTS is introduced to timely adjust the carried data block towards the desired direction when data-carrying vehicles divert from the desired direction, it is not surprising that a more significant performance gain can be observed when $q$ is smaller. These results implies that, with proper management, exploiting the vehicles stopping at red lights as the VTS at intersections can effectively improve the efficiency for data transportation.

In Fig. 4, we further compare the performance of the VADT scheme with that of the benchmark scheme under different values of $p$. The parameter settings are the same as those in Fig. 3 except $q = 0.2$. From Fig. 4, the performance gain of the VADT scheme over the benchmark scheme increases with $p$ increasing, which demonstrates the effectiveness of the VADT scheme. The results in Fig. 4 implies that, through the VADT scheme, non-data-carrying vehicles can be more effectively...
V. CONCLUSION

In this correspondence, we propose to exploit the vehicles stopping at red lights as the VTS to create more contact opportunities between data-carrying vehicles and other vehicles and facilitate efficient data transportation despite the uncertain mobility of vehicles at intersections. We develop a VADT scheme based on Markov decision processes and demonstrate the effectiveness of utilizing the VTS for efficient data transportation at intersections. In the future, we will further explore the potentials of the vehicles stopping at red lights since they offer us not only temporary storage but also virtual infrastructure at intersections for communication and computing service provisioning.
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