
IEEE Communications Surveys & Tutorials • 3rd Quarter 20086

he significant advances of hardware manufacturing
technology and efficient software algorithms make a
network composed of numerous, small, low-cost sen-

sors, using wireless communication — a wireless sensor net-
work (WSN) [1–3] — a promising network infrastructure for
many applications such as environmental monitoring, medical
care, and home appliance management. This is particularly
true for battlefield surveillance and homeland security scenar-
ios because WSNs are easy to deploy for those applications.
However, in many hostile and tactical scenarios and important
commercial applications, security mechanisms are required to
protect WSNs from malicious attacks. Therefore, the security
in WSNs becomes an important and a challenging design task.

NETWORK MODEL

A WSN is a large network of resource-constrained sensor
nodes with multiple preset functions, such as sensing and pro-
cessing, to fulfill different application objectives [1–3].

Usually, sensor nodes are deployed in a designated area by
an authority such as the government or a military unit and
then, automatically form a network through wireless commu-
nications. Sensor nodes are static most of the time, whereas
mobile nodes can be deployed according to application

requirements. One or several base stations (BSs) are deployed
together with the network. A BS can be either static or
mobile. Sensor nodes keep monitoring the network area after
being deployed. After an event of interest occurs, one of the
surrounding sensor nodes can detect it, generate a report, and
transmit the report to a BS through multihop wireless links.
Collaboration can be carried out if multiple surrounding
nodes detect the same event. In this case, one of them gener-
ates a final report after collaborating with the other nodes.
The BS can process the report and then forward it through
either high-quality wireless or wired links to the external
world for further processing. The WSN authority can send
commands or queries to a BS, which spreads those commands
or queries into the network. Hence, a BS acts as a gateway
between the WSN and the external world. An example is illus-
trated in Fig. 1.

Because a WSN consists of a large number of sensor
nodes, usually, each sensor node is limited in its resources due
to the cost consideration in manufacturing. For example,
MICA2 MPR400CB [4], which is the most popular sensor
node platform, has only 128 KB of program memory and an
8-bit ATmega128L CPU [5]. Its data rate is 38.4 kbaud in 500
feet, and it is powered by only two AA batteries. The con-
strained resource cannot support complicated applications.
On the other hand, usually, BSs are well designed and have
more resources because they are directly attached to the
external world.
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SECURITY CHALLENGES

WSNs have many characteristics that make them very vulnera-
ble to malicious attacks in hostile environments such as a mili-
tary battlefield:
• A wireless channel is open to everyone. With a radio

interface configured at the same frequency band, anyone
can monitor or participate in communications. This pro-
vides a convenient way for attackers to break into WSNs.

• As in the Internet, most protocols for WSNs do not
include potential security considerations at the design
stage. Due to standard activity, most protocols are known
publicly. Therefore, attackers can easily launch attacks by
exploiting security holes in those protocols.

• The constrained resources make it very difficult to imple-
ment strong security algorithms on a sensor platform due
to the complexity of the algorithms. Most of the time,
symmetric key cryptography is the first choice when
designing a security protocol for WSNs, although public
key cryptography is possible under careful optimization
in design and implementation. In addition, a WSN can
scale up to thousands of sensor nodes. These pose the
demand for simple, flexible, and scalable security proto-
cols. However, to design such security protocols is not an
easy task. A stronger security protocol costs more
resources on sensor nodes, which can lead to the perfor-
mance degradation of applications. In most cases, a
trade-off must be made between security and perfor-
mance. However, weak security protocols can be broken
easily by attackers.

• A WSN is usually deployed in hostile areas without any
fixed infrastructure. It is difficult to perform continuous
surveillance after network deployment. Therefore, a
WSN may face various attacks.

ATTACKS

The attacks against WSNs can be classified from different
points of view.
• Attack techniques: Attackers can disrupt a WSN by utiliz-

ing various techniques [6]. Because most communication
protocols are known publicly, attackers can eavesdrop on
the packets transmitted over the air for further cryptanal-
ysis or traffic analysis. The packets that were eaves-

dropped upon can be replayed at a later time or at anoth-
er place to incur inconsistency. False packets can be
injected into the network to confuse sensor nodes. Mali-
cious nodes also can modify received packets before for-
warding them.
Node compromise is one of the most detrimental attacks to

a WSN [6]. Because WSNs usually are deployed in a hostile
environment without continuous monitoring, an attacker can
capture a sensor node and extract all its secrets that are used
in security protocols. The exposed secrets render the attacker
more capability to launch other severe attacks.

Sometimes attackers are not interested in the data content
in the network. They simply may introduce radio jamming
interference into the same radio bands to disrupt communica-
tions between nodes [7]. If an attacker has an infinite power
supply, it can jam the wireless channel continuously to stop
normal communications. Otherwise, the attacker can intro-
duce intermittent jamming interference to cause the channel
conditions to deteriorate and cause packet loss. If communi-
cation protocols are known by the attacker, the intermittent
jamming can be more efficient because the attacker knows the
part of a packet that is of high value for the jamming attack.
• Passive versus active: According to the operation mode,

attacks can be passive or active. In a passive attack, the
attacker’s goal is to obtain information without being
detected. Usually, the attacker remains quiet to eaves-
drop on the traffic. If it knows the communication proto-
cols, the attacker can follow those protocols like normal
sensor nodes. By passively participating in the network,
the attacker collects a large volume of traffic data and
carries out analysis on the data such that some secret
information can be extracted. Those exposed secrets can
be used for various purposes. Usually, the passive attack
is very difficult to detect because the attacker does not
leave much evidence.
In an active attack, the attacker exploits the security holes

in the network protocol stack to launch various attacks such
as packet modification, injection, or replaying. The impact of
active attacks is more severe than passive attacks. However,
additional anomalies can show evidence of malicious attacks
because the attacker is actively involved in network communi-
cations.
• External versus internal: Usually, a WSN is deployed and

managed by one authority. All the nodes in the network
can be seen as honest and cooperative entities, whereas
attackers are precluded from the network and have no
right to access the network. Those external attackers can
launch attacks only from outside the scope of the net-
work. The impact of attack is limited.
If an attacker can obtain authorization to access the net-

work, it becomes an internal attacker. In this case, the attack-
er can cause more severe damage because it is seen as a
legitimate entity. Usually, an attacker can become an internal
one by compromising a legitimate node or by deploying mali-
cious nodes that can pass the network access control mecha-
nism.

SECURITY REQUIREMENTS

The harsh environments and the existence of threats demand
more careful security considerations in the design of WSN
protocols. Typically, one or more of the following security ser-
vices should be provided:
• Confidentiality is a basic security service to maintain the

secrecy of important data transmitted between sensor
nodes. Usually, critical parts of a packet are encrypted
before the packet is transmitted from the sending node

■ Figure 1. A wireless sensor network.
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and then, the parts are decrypted at the receiving node.
Without the corresponding decryption keys, attackers are
prevented from accessing the critical information. The
kind of information that must be encrypted depends on
the applications. In some cases, only the data part of a
packet is encrypted, and in the other cases, the packet
header also is encrypted to protect node identities.

• Authenticity is critical to provide the assurance of the
identities of communicating nodes. Every node should
check whether a received message comes from a real
sender. Without authentication, attackers easily can
spoof node identities to spread false information into the
WSN. Usually, an attached message authentication code
(MAC) can be used to authenticate the origin of a mes-
sage.

• Integrity should be provided to guarantee that the trans-
mitted messages are not modified by attackers. Attackers
can introduce interference to some bits of transmitted
packets to change their polarities. A malicious routing
node can also change important data in packets before
forwarding them. Like a cyclic redundancy checksum
(CRC) used to detect random errors during packet trans-
missions, a keyed checksum, such as a MAC, can protect
packets against modification.

• Availability indicates another important capability of a
WSN to provide services whenever they are required.
However, attackers can launch attacks to degrade the
network performance or even destroy the entire network.
A denial of service (DoS) attack [7] is the most detri-
mental threat to network availability; this occurs when
attackers cause the network to lose the capability to pro-
vide services by sending radio interference, disrupting
network protocols, or depleting the power of nodes
through various tricky methods.

THE ORGANIZATION OF THIS ARTICLE

The salient characteristics of WSNs and the existence of vari-
ous malicious attacks pose significant challenges to the design
and deployment of security protocols for WSNs. Although
some surveys [8–15] describe in general the challenges of and
rationales for designing security protocols for WSNs, they
either do not explicitly classify or identify the security prob-
lems that most researchers are still investigating or they focus
mostly on certain specific topics. Moreover, these papers do
not cover the latest developments in this area, even though
security-critical applications of WSNs have inspired several
issues relating to security design for WSNs in the last few
years. In this article, we present a survey of security issues and
the latest solutions for WSNs, and we identify relevant open
problems for future research. Key establishment is the first
step to establishing a security infrastructure because all
encryption and authentication operations must involve keys.
We discuss current key establishment schemes. Authentica-
tion, as well as integrity protection, is also discussed. On avail-
ability, we have two topics. Routing is critical to provide data
delivery services. We discuss the detection of malicious
attacks that can corrupt network functionality. Typical appli-
cations of WSNs are discussed, and then the article is con-
cluded.

KEY MANAGEMENT

Most security protocols are based on cryptographic operations
that involve keys. To provide confidentiality, an encryption
operation requires a key to be fed into an algorithm so that

plaintexts can be transformed into ciphertexts. To guarantee
packet authenticity, the source node can attach a MAC to
each packet, where usually, the MAC is computed by hashing
the concatenation of the packet and a key.

Two types of keys are used in cryptographic systems. The
first one is the symmetric key, of which the theoretical frame-
work was established by Claude Shannon in his classic paper
“Communication Theory of Secrecy Systems” [16]. In a sym-
metric key system, the sender and receiver share a common
key that is kept secret from others. The sender encrypts a
plaintext M with the key K by an encryption algorithm E to
get a ciphertext C = E(M, K). After receiving the ciphertext
C, the receiver inputs C and the key K into a decryption algo-
rithm D to get the original plaintext M = D(C, K).

The other widely-used type is the asymmetric key, which
was first studied in [17, 18]. In an asymmetric key system,
each user has a pair of keys {Ks, Kp}. The user keeps secret
his/her private key, Ks, while publishing his/her public key, Kp.
When a sender wants to send a plaintext M to a receiver, the
sender uses the receiver’s public key, Kp, to encrypt M to get a
ciphertext C = E(M, Kp). Only the receiver can use his/her
private key to decrypt the ciphertext and get M = D(C, Ks)
because only the receiver knows his/her own private key, Ks.
Because a public key is used here, usually asymmetric key sys-
tems are called public key systems.

The security of a cryptographic system relies mainly on the
secrecy of the key it uses. If an attacker can find the key, the
entire system is broken because the attacker can use the key
to decrypt the intercepted ciphertexts to find the original
plaintexts. The attacker can achieve the goal by cryptanalysis
on the eavesdropped packets that are transmitted over the
wireless medium. Due to the existence of the redundancy of
the message source in the real world, the attacker may know
more or less information about the key used. Therefore, the
sender and receiver may be required to update the key used
between them from time to time. In a WSN, some sensor
nodes may be captured by an attacker; thus, the key informa-
tion is accessible to the attacker and can be used to launch
other serious attacks. Therefore, a very important issue is how
to securely manage the keys between the sender and the
receiver.

Keys also can be classified into two categories according to
different communication patterns in WSNs. One is the unicast
key between a pair of nodes. A pairwise shared key must be
established to secure the unicast communication. The other is
the broadcast/multicast key among a group of nodes. A group
key is required to secure the group communication.

In general, to establish keys in a WSN includes two steps.
Before sensor nodes are deployed, each node is configured
with some key material. After those nodes are deployed into a
designated terrain, they perform several rounds of communi-
cations to agree on the keys computed with their key materi-
als. Based on the algorithms used to establish pairwise keys,
current solutions can be classified into symmetric key schemes
and asymmetric key (or public key) schemes. In this section,
we discuss pairwise key schemes, including symmetric and
asymmetric ones; then, group key management; and last, open
problems.

SYMMETRIC KEY MANAGEMENT

Most symmetric key algorithms, such as Data Encryption
Standard (DES) [19] or Rivest Cipher 5 (RC5) [20], require
simple hash, rotation, or scrambling operations, which can be
efficiently implemented in hardware or software. On the other
hand, asymmetric key algorithms, such as Diffie-Hellman [17]
or Rivest Shamir Adleman (RSA) [18], require exponential
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operations over a field modulo a large prime number, which
are more complex than symmetric key operations. Therefore,
the symmetric key technology is more viable on resource con-
strained low-end devices than the asymmetric key technology.
Most of the security protocols in the literature for WSNs are
based on symmetric key technology.

A basic problem for applying the symmetric key technology
is how to establish a symmetric key between two sensor nodes.
A simple approach is to distribute a global key [21] to all the
sensor nodes. This approach is secure from external attackers
that do not know the key but not from internal attackers
because the key can be exposed if a node is compromised.

Due to the existence of BSs, centralized key distribution
[22] can be used. In particular, each sensor node shares a
unique key with a BS, which acts as a key distribution center
(KDC). If two nodes must communicate securely, they can
acquire a shared key from the BS, which unicasts the key to
each of them. This centralized approach could incur a large
amount of communication overhead because two neighboring
nodes might be required to do handshakes through a central
key server at a distant place. In addition, the key server could
become a potential point of failure in that the entire network
is disabled if the server is corrupted by an attacker.

Most recent solutions to key establishment in WSNs follow
a distributed approach, called key pre-distribution, where every
sensor node is preloaded with key material with which to
establish shared keys with other nodes after being deployed
into the network terrain. There are two components in this
approach: one is how to establish a shared key with key mate-
rials, and the other is how to distribute key materials.

In the design of the distributed approach, several problems
must be considered:
• Memory cost: The memory resource of sensor nodes is

scarce. We cannot distribute a large amount of key mate-
rial into each node.

• Resilience to node compromise: Usually, it is impossible to
prevent an attacker from compromising some nodes. We
can do nothing to rescue those compromised nodes.
However, a good scheme should reduce the impact of
the node compromise attacks on other normal nodes as
much as possible. By compromising a node, an attacker
can learn the keys the compromised node uses to com-
municate with other nodes, but it should not be able to
learn keys that the compromised node does not know so
that communications between normal nodes are still safe.

• Local secure connectivity: Because each node cannot store
much key material, it usually can establish shared keys
with a subset of its neighboring nodes. Local secure con-
nectivity is the probability that two neighboring nodes
establish a shared key directly, that is, the portion of
neighbors with whom a node can establish shared keys in
one hop. It is directly related to the communication over-
head of key establishments. In WSNs, high local secure
connectivity is desirable because it means that each node
is not required to spend too much energy on the estab-
lishment of indirect keys with neighbors through multi-
hop routing, thus saving a lot of communication
overhead.
Next, we discuss basic key agreement models and then pre-

sent various methods to distribute key materials.

Key Agreement Model — To enable a pair of sensor nodes
to share a key, the simplest way is to preload them with a
shared key before they are deployed to a WSN. The pair of
nodes can use the shared key directly after deployment. To
guarantee that every pair of nodes in a WSN of N nodes has a
unique shared key, each node must store N – 1 keys, and the

overall number of keys in the WSN is then

As the size of the WSN increases, this number becomes
unacceptably large. Therefore, some scalable methods are
desirable for WSNs.

Blom [23] proposed a key agreement method based on (N,
t + 1) maximum distance separable (MDS) linear codes,
which can be used in the WSN security design. Before a WSN
is deployed, a central authority first constructs a (t + 1) × N
public matrix P over a finite field GF(q) = {1, 2, …, q – 1},
where q is a large prime number. Then, the central authority
selects a random (t + 1) × (t + 1) symmetric matrix S over
GF(q), where S is secret and known only to the central
authority. An N × (t + 1) matrix A = (S ⋅ P)T is computed,
where (⋅)T denotes the transpose operator. Because S is sym-
metric, it is easy to see:

K = A ⋅ P = (S ⋅ P)T ⋅ P = PT ⋅ ST ⋅ P
= PT ⋅ S ⋅ P = (A ⋅ P)T = KT. (1)

The node pair (i, j) uses Kij, the element in row i and col-
umn j in K, as a shared key. Because Kij is calculated as the
product of the i-th row of A and the j-th column of P, the cen-
tral authority assigns the i-th row of A and the i-th column of
P to each node i, for i = 1, 2, …, N. Therefore, when nodes i
and j must establish a shared key, they first exchange their
columns of P and then compute Kij and Kji, respectively, using
their private rows of A.

Blom’s scheme has a t-secure property in the sense that in a
network with N nodes, the collusion of less than t + 1 nodes
cannot reveal any key shared by other pairs of nodes. The
memory cost per node in Blom’s scheme is t + 1. Therefore,
Blom’s scheme trades the security for the memory cost. To
guarantee perfect security in a WSN with N nodes, the (N –
2)-secure Blom’s scheme should be used, which means the
memory cost per node is N – 1.

Blundo et al. [24] proposed to use a t-degree bivariate sym-
metric polynomial to achieve key agreement. It is a special
case of Blom’s scheme in that a Vandermonde matrix is used
as the generator matrix of MDS code. A t-degree bivariate
polynomial is defined as

(2) 

over a finite field GF(q), where q is a prime that is large
enough to accommodate a cryptographic key. By choosing αij
= αji, we can have f(x, y) = f(y, x). Assume that each sensor
node has a unique, integer-valued, non-zero identity. For a
pair of sensor nodes u and v, the network administrator
assigns a polynomial share f(u, y) to u and another share f(v,
y) to v. By assigning polynomial shares, we mean the coeffi-
cients of the univariate polynomials f(u, y) and f(v, y) are
preloaded into the memory of nodes u and v, respectively. To
establish a shared key, both nodes broadcast their IDs. Subse-
quently, node u can compute f(u, v) by evaluating f(u, y) at y
= v, and as well, node v can compute f(v, u) by evaluating  f(v,
y) at y = u. Due to the polynomial symmetry, the shared key
between nodes u and v has been established as Kuv = f(u, v)
= f(v, u). Like Blom’s scheme, a t-degree bivariate polynomial
also is (t + 1)-secure, meaning that attackers must compro-
mise no less than (t + 1) nodes holding shares of the same
polynomial to reconstruct it.
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Random Key Material Distribution — The key agreement
models described previously can guarantee that every pair of
nodes in a network of N nodes has a unique shared key, but
the cost is that each node must store N – 1 keys. This is
impractical for WSNs due to the memory constraints of sensor
nodes and the possible large scale of sensor networks. Instead,
most recent research papers in this field relax the security
requirement and follow a partial pre-distribution approach,
where key materials are pre-distributed such that some sensor
nodes can establish shared keys directly and then help to
establish indirect shared keys between other sensor nodes.

A typical scheme is the random key pre-distribution (RKP)
[25], in which each node is pre-loaded with a subset of keys,
called a key ring, randomly selected from a global pool of keys
such that any pair of neighboring nodes can share at least one
key with a certain probability. After deployment, two neigh-
boring nodes can have a shared key directly or negotiate an
indirect key through a secure path, along which every pair of
neighboring nodes has a direct shared key.

The theoretical foundation of RKP is the random graph
theory [26]. A random graph G(n, p) is a graph of n nodes for
which the probability that a link exists between two nodes is p.
The graph does not have any edge if p = 0 or is fully connect-
ed if p = 1. There is a transition from the non-connected
graph to the fully-connected graph when p increases. RKP
exploits this property by setting p larger than a certain value
such that the network is almost connected. Here the size of
the global key pool and the size of the key subset for an indi-
vidual node can be tuned to achieve such a property.

A major concern of RKP is node compromise. The ran-
dom selection of a key ring for each node means the reuse of
each key by multiple nodes. An attacker may compromise a
node and expose its key ring, out of which some keys may be
used by other non-compromised nodes. This leads to the fail-
ures of the links among those non-compromised nodes.

To mitigate the impact of node compromise, the following
schemes are proposed: q-composite RKP [27] follows RKP
except that a pair of neighboring nodes is required to share at
least q keys with a certain probability; q-composite RKP can
improve the resilience to node compromise when the number
of compromised nodes is small. Unfortunately, it is not effec-
tive when the number is large. Spatial diversity is used in [28]
to improve the resilience to node compromise. Particularly,
there are some powerful anchor nodes that are assumed to be
tamper proof. A global key is shared by all the anchor nodes
and normal nodes, and each normal node is preloaded with a
key ring following RKP. Each anchor node uses the global key
to broadcast several rounds of random nonces at different
power levels in its neighborhood. Each sensor node uses the
received nonces to rebuild its key ring. Later, all the nodes
can follow RKP to establish shared keys with their neighbors.
Finally, each node deletes its original key ring and the global
key. The introduced spatial diversity by anchor nodes results
in the derived key rings being very different for two nodes
that are far away from each other, while making neighboring
nodes have more common keys in their derived key rings.
Therefore, the impact of node compromise is limited in the
local area. However, this scheme assumes that the new nodes
can sustain node compromise in its initialization phase, which
may not be true in some circumstances. Moreover, the intro-
duction of anchor nodes increases the cost of deploying a
WSN.

Another problem of RKP is the lack of authentication
because of the reuse of the same key by multiple nodes. To
solve the problem, node identity information is used to derive
key rings for sensor nodes [29]. A similar approach is taken in
the random-pairwise key (RPK) [27] scheme, where each

node keeps a set of keys, each of which is uniquely shared
with another node. Du et al. developed the multiple-space key
pre-distribution (MSKP) scheme in [30], where the global key
pool in [25] is replaced by a pool of Blom’s matrices. Liu and
Ning [31] presented the polynomial pool-based key pre-distri-
bution (PPKP) scheme, which is basically the same as the
MSKP scheme, but each Blom matrix is replaced by a polyno-
mial. In those schemes, each key is tied to the identities of the
nodes sharing it. In this way, the identity of a node can be ver-
ified through the normal challenge-response approach by other
nodes that share the unique key with it. Particularly, a verifier
node can send an encrypted random number, called a chal-
lenge, to the suspected node, and the suspected node can
prove its identity by returning the decrypted result to the veri-
fier node.

RKP requires the storage of a key ring by each node to
make the network almost connected. In some cases where
sensor nodes do not have enough memory resources, this
becomes a problem. Hwang and Kim [32] revisited RKP and
its variations and proposed to reduce the amount of key mate-
rial that each node keeps, which means the probability p of
direct key-sharing is smaller than that required in RKP. The
smaller p cannot guarantee that the network is almost con-
nected but only assures that the network consists of multiple
isolated clusters, of which there is one cluster that is the
largest and connects most nodes. In this way, less memory
cost still achieves a certain network connectivity, but the
trade-off is that some of the small clusters of nodes are isolat-
ed because they do not share keys with the largest one.

Deterministic Key Material Distribution — The probabilis-
tic nature of the random distribution of key material cannot
guarantee that two neighboring nodes establish a shared key
according to the underlying random graph theory. This is not
desirable because some sensor nodes may not be able to
establish shared keys with their neighbors and thus are isolat-
ed. To solve the problem, two deterministic approaches were
developed.

One approach is to use a strongly regular graph or a com-
plete graph to replace the random graph to perform key pre-
distribution [33–35]. In a (n, r, λ, μ) strongly regular graph,
there are n nodes, each of which has a degree of r and any
pair of which has λ common neighbors when they are adjacent
and µ common neighbors when they are nonadjacent. In the
strongly regular graph, every pair of nodes is connected
through a path. Each link (edge) can be assigned with a
unique key that is preloaded into the two end vertices (nodes).
In addition to the regular graph, the block design in the set
theory can be used in key pre-distribution, in which all the
nodes form a complete graph at the network layer. The tool is
the balanced incomplete block design (BIBD). A (v, r, λ)-
BIBD is an arrangement into many blocks of v objects, such
that each block contains r distinct objects and every pair of
objects occurs in exactly λ blocks. For example, when an (n2

+ n + 1, n + 1, 1)-BIBD is applied in a WSN, each sensor
node is preloaded with n + 1 keys that form a block out of a
pool of n2 + n + 1 keys, and every pair of nodes has one
common key. In [36], the BIBD design is combined with Blun-
do’s model [24] in the sense that each sensor node is preload-
ed with polynomials. Their scheme enables authentication in
addition to those properties provided by the original BIBD
design.

The other approach is to use a multi-dimensional grid to
replace the random graph [37–42]. Particularly, each sensor
node is assigned an ID (n1, n2, …, nk) such that all of the
nodes form a k-dimensional grid. Each node is preloaded with
some key material such that it can establish shared keys with



IEEE Communications Surveys & Tutorials • 3rd Quarter 2008 11

other nodes along the same dimension. For example, in the
scalable key agreement model developed by Zhou and Fang
[37, 38], a t-degree (k + 1)-variate symmetric polynomial

f(x1, x2, …, xk, xk + 1) = f(xσ(1), xσ(2), …, xσ(k), xσ(k+1)) (3)

for any permutation

σ : [1, k + 1] → [1, k + 1] (4)

is used to compute the share

(5)

for node (n1, n2, …, nk). If two nodes u with ID (u1, u2, …,
uk) and v with ID (v1, v2, …, vk) have only one component
mismatch in their IDs (similar to the case that the Hamming
distance between the two bit-patterns is one), say ui ≠ vi for
some i but uj = cj for other j ≠ i, then nodes u and v can = vi
= vj compute a shared key as

Kuv = f(c1, …, ui, …, ck, vi) = f(c1, …, vi, …, ck, ui). (6)

Two nodes with more than one component mismatch in their
IDs can find a path to negotiate an indirect key because all
the nodes are organized in the grid.

In other schemes, peer intermediaries for key establish-
ment (PIKE) [39] simply assign a common key for each pair
of nodes along each dimension. Hypercube [40] uses bivariate
polynomials to achieve key agreement between nodes along
each dimension. Delgosha and Fekri [41, 42] use multiple
multivariate polynomials to establish multiple common keys
between nodes along each dimension.

In those deterministic schemes, a node can find whether it
has a direct shared key with another node based on the identi-
ty of that node. This can provide an authentication service in
that the identity of a node can be challenged based on its keys
that are related to its identity.

Location-Based Key Material Distribution — In the afore-
mentioned random and deterministic key material distribution
schemes, key materials are uniformly distributed in the entire
terrain of a network. The uniform distribution makes the
probability  rather small that two neighboring nodes share a
direct key at one hop, that is, local secure connectivity. There-
fore, a lot of communication overhead is inevitable for the
establishment of indirect keys over multihop paths. To
improve the local secure connectivity, many researchers pro-
pose to involve location information in key establishment
[43–54].

In the location-based key pre-distribution (LBKP) scheme
[43], the entire sensor network is divided into square cells.
Each cell is associated with a unique t-degree bivariate poly-
nomial. Each sensor node is pre-loaded with shares of the
polynomials of its home cell and four other cells adjoining to
its home cell horizontally and vertically. After deployment,
any two neighboring nodes can establish a pairwise key
according to the polynomial approach [24] if they have shares
of the same polynomial. There are other schemes that simply
replace the polynomial model with other RKP schemes such
as RKP [25] in [44] and MSKP [30] and RPK [27] in [45].

In addition to the square cells used in previous schemes,
hexagon [46, 47] and triangle [48] grid models also are investi-
gated to improve spatial diversity. Unlike those cell-based key

material distribution methods, Zhou, Zhang, and Fang [47,
48] investigated a cell-pair-based method, in which each pair
of neighboring cells is associated with a unique t-degree
bivariate polynomial or a matrix. It has been shown in [47, 48]
that distributing to each pair of neighboring cells instead of
each individual cell can reduce the memory cost while increas-
ing the resilience to node compromise. In addition, Zhou and
Fang [49, 50] combined location information with the scalable
key agreement model [37, 38] and developed more secure and
efficient link-layer key and transport-layer key establishment
schemes. Their schemes can improve the security and reduce
the memory cost significantly while still maintaining highly
secure connectivity.

Another approach is not cell-based. In contrast, it esti-
mates the nodes that are supposed to be deployed close to
each other and then preloads them with related key materials.
In this way, these neighboring nodes may have shared keys
between them after deployment. Liu, Ning, and Du [51] estab-
lished a group-based key pre-distribution framework that may
incorporate previous schemes. They divided the entire net-
work into many deployment groups. In each group, a specific
keying material distribution scheme can be applied to provide
the in-group connectivity. They also picked one node from
each group, and all of those picked nodes form a cross group.
There is also a specific keying material distribution scheme
for each cross group. Therefore, two nodes from different
deployment groups can establish a shared key through a path
in a cross group. A similar approach is taken in [52, 53]. The
difference is that all the nodes in one group are preloaded
with pairwise keys with each other, and each node can be
preloaded with a pairwise key shared with a node in another
group. Those preloaded keys can build up a secure path
between any two nodes. In [54], a key-position map is used to
map a location with a key. If a node is expected to reside in
an area according to some probabilistic distribution, it is
preloaded with keys corresponding to randomly selected loca-
tions around the expected resident point. Therefore, if two
nodes are expected to be close to each other, they are more
likely to share a common key.

Other Schemes — The aforementioned schemes have strong
assumptions. For example, any node can be compromised at
any time, and all the nodes have equal capabilities. Under
those strong assumptions, security protocols may be compli-
cated. Therefore, some researchers investigated security
designs under relaxed assumptions.

Localized Encryption and Authentication Protocol (LEAP)
[55] assumes that attackers cannot compromise a node during
the network initialization phase. Under this assumption, a
global key is used during the network initialization phase to
facilitate the key establishment between neighboring nodes,
where the pairwise key between two nodes can be derived by
inputting the global key and the node identities into a pseudo-
random function. To avoid the exposure of the global key due
to node compromise, the global key is deleted by each node at
the end of the network initialization phase. In [56], Deng et al.
proposed an opaque transitory master key (OTMK) scheme
that is based on LEAP but more secure in the sense that even
if the global key is compromised, the pairwise keys between
sensor nodes are still safe. The trick there is that the global
key is used only to authenticate neighboring nodes but not to
establish pairwise keys.

Another strong assumption used by the aforementioned
schemes is a requirement that every sensor node can commu-
nicate securely with other arbitrary nodes within the network.
This is a very strong and unnecessary assumption. In most
data sensing and aggregation applications, usually sensor

f1(xk +1) = f (n1,n2,…,nk , xk +1)

             = bik+1
ik +1 =0

t

∑ xk +1
ik +1
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nodes are organized into a tree, in which each sensor node
communicates with its parent node. This motivates the key
establishment between neighboring nodes along the aggrega-
tion tree [57]. Before a new node joins a network, it receives
two tickets that can be verified by two existing nodes random-
ly selected by the network administrator. After the new node
is deployed into the network, it generates a pairwise key for
its parent node. To securely transmit the key to the parent,
the new node splits the key into two parts and sends them
with its tickets to the nodes selected by the administrator,
which authenticates the new node and forwards key materials
to the parent of the new node. The merit of a tree-based key
distribution is that the memory cost can be reduced signifi-
cantly.

A weaker attack model [58] assumes that an attacker can
only eavesdrop on a small number of communications between
sensor nodes during the node deployment phase. Hence, a
node wishing to communicate securely with other nodes sim-
ply generates a symmetric key and sends it to its neighbors
without cryptographic protection, hoping the attacker is
unable to hear it. A similar approach is taken in [59], where
multi-channel diversity is exploited to facilitate key establish-
ment for WSNs. The assumption is that attackers can monitor
only one channel at a time. Under this assumption, every
node can randomly select a channel and broadcast key materi-
als in plaintext in the channel. Two neighboring nodes can
negotiate a shared key through a channel that is not moni-
tored by attackers.

In [60], node diversity also is studied. A heterogeneous net-
work consisting of powerful nodes and normal nodes is
assumed here. RKP [25] is used, and each powerful node can
accommodate many more key materials than normal nodes.
Given an assumption that powerful nodes are tamper resistant,
the scheme [60] reduces the memory cost of normal nodes and
increases the resiliency to node compromise compared with
other homogeneous cases. This idea is further
developed in [61] in the sense that a KDC, if
available, is involved in authentication and key
establishment between sensor nodes, where pow-
erful nodes act as gateways to the KDC.

In [62], a hierarchical sensor network consist-
ing of several classes is considered. A tree of keys
is constructed for the hierarchical network, where
the keys at a certain level are distributed to the
corresponding class of nodes. The keys at higher
levels can be used to derive the keys at lower lev-
els, but not vice versa. The intention of the hier-
archical network is to facilitate data collection

and fusion and query propagation in hostile envi-
ronments. However, the distribution of keys into
the network requires public key infrastructure
(PKI) that could be a concern in terms of cost.

COMPARISONS OF SYMMETRIC KEY SCHEMES

Here we compare random [25, 27–32], determin-
istic [33–42], and location-based [43–54] schemes.

First, in Table 1, we compare the memory
costs of different schemes. Random distribution
schemes [25, 27–32] require that each node store
a key ring. To maintain a certain level of connec-
tivity, the size of a key ring cannot be small and
usually at the level of O(N). Graph-based deter-
ministic distribution schemes [33–36] also require
that each node store a key ring. The memory cost
of these schemes is either O(N) for regular graph
or O(√

—
N) for BIBD design. Grid-based determinis-

tic schemes [37–42] have the memory cost only at the level of

where k > 1, because they use a k-dimension grid to organize
the network. Most location-based schemes [43–48, 51–54]
combine location information and random distribution
schemes and have less memory cost than random distribution
schemes. Their memory cost is O(N) or O(√

—
N). One exception

is [49, 50], where location information and the deterministic
scheme [37, 38] are combined, and thus the memory cost of
[49, 50] is

Next we compare the resilience to node compromise in
Table 2. Usually, the probability of link compromise can be
used to evaluate the resilience to node compromise because
the key information in compromised nodes can be used to
derive the keys used by the links between non-compromised
nodes. For the schemes [25, 27–29, 32–35, 39, 52–54], in which
keys are directly pre-distributed, the link compromise proba-
bility is approximately linear or quickly increasing with respect
to the number of compromised nodes because every time one
more node is compromised, more keys from the global key
pool are disclosed. However, matrices or polynomial-based
schemes [30, 31, 36–38, 40–51] have a useful property of
threshold-based resilience, which means the network can tol-
erate up to a certain number of compromised nodes while still
keeping the links between non-compromised nodes safe.

Table 3 shows the local secure connectivity of different
schemes. The local secure connectivity of uniform distribution
schemes [25, 27–42] is lower than that of location-based

O Nk( ).

O Nk( ),

■ Table 1. Memory cost. N is the total number of nodes in the network. k is the
number of dimensions.

Key Material Distribution
Approach Schemes Memory Cost

random [25, 27–32] O(N)

deterministic

graph-based [33–36] O(N) or O(√
—
N)

grid-based [37–42] O Nk( ),

location-based

[43–48, 51–54] O(N) or O(√
—
N)

[49, 50] O Nk( ),

■ Table 2. Resilience to node compromise.

Key Agreement
Model Schemes Link Compromise Probability

predistributed
keys

[25, 27–29, 32–35,
39, 52–54]

approximately linear or quickly
increasing to number of compro-
mised nodes 

matrices or
polynomials

[30, 31, 36–38,
40–51] threshold-based
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schemes [43–54]. Therefore, by combining location informa-
tion, each node can establish direct keys with additional
neighboring nodes and thereby save energy on the establish-
ment of indirect keys through multihop paths with other
neighbors.

Last, in Table 4 we summarize the difference between the
aforementioned key pre-distribution schemes [25, 27–54] and
other special schemes [55–62]. The major difference is the
security assumptions. The most discussed approach in the lit-
erature [25, 27–54] assumes strong attackers with powerful
capabilities in terms of unlimited time and spatial coverage,
but a weak attack model also is studied in [55–62]. The differ-
ent designs result in different memory cost and connectivity
performance, where the trade-off between security and per-
formance can be manifested. Schemes [25, 27–54] require a
large memory cost to tolerate node compromise and provide
acceptable connectivity, whereas schemes [55–62] have a
smaller memory cost and higher connectivity with weak
resilience to node compromise.

ASYMMETRIC KEY MANAGEMENT

Though it is much more computationally expensive, asymmet-
ric key technology is easier to manage and more resilient to
node compromise than symmetric key technology. Each node
can keep secret its private key and only publish its public key;
therefore, compromised nodes cannot provide clues to the
private keys of non-compromised nodes.

Computational Efficiency — Recently, some researchers
began to investigate the feasibility of using asymmetric key
technology on sensor platforms because of the rapid advances
in hardware capability. The most challenging problem here is
how to perform asymmetric key algorithms in an efficient way.
One approach is to use specific parameters that can speed
asymmetric key algorithms without compromising security.
For example, Tiny public key (TinyPK) [63] uses RSA-based
certificates to authenticate external parties before they can
access the network, where the RSA [18] public key is chosen
as e = 3, such that the signature verification at the sensor side
is simplified. Moreover, the Diffie-Hellman algorithm [17] is
used in TinyPK [63] to exchange keys between sensor nodes,
where the base of exponentiation is chosen as 2, such that the
exponential operation is simplified.

Another approach is to use customized hardware design to
facilitate asymmetric key operation. Gaubatz, Kaps, and Sunar
[64] showed the feasibility of implementing the Rabin scheme
[65] and the NtruEncrypt scheme [66] on a customized hard-
ware platform.

Meanwhile, researchers are looking for new
algorithms that are more efficient than tradition-
al asymmetric key algorithms. A more promising
technology is the elliptic curve cryptography
(ECC) [67, 68]. The fundamental operation
underlying RSA is the modular exponentiation in
integer rings. Its security stems from the difficulty
of factorizing large integers. Currently, there exist

only sub-exponential algorithms to solve the integer factoriza-
tion problem of finding p and q given a positive integer n =
pq, where p and q are large pairwise distinct primes. ECC
operates on groups of points over elliptic curves and derives
its security from the difficulty of the elliptic curve discrete log-
arithm problem (ECDLP) of finding an element x ∈ GF(q),
such that xG = Q, given a generator G of a finite cyclic point
group GG over an elliptic curve E(GF(q)) and a point Q in the
group. The algorithms best known for solving ECDLP are
exponential. Hence, ECC can achieve the same level of secu-
rity as RSA with smaller key sizes. For example, the 163-bit
ECC can provide comparable security to the conventional
1024-bit RSA [69]. Under the same security level, the smaller
key sizes of ECC offer advantages of faster computational
efficiency, as well as memory, energy, and bandwidth savings;
thus ECC is better suited for resource constrained devices.

Computational efficiency is a critical issue if applying
asymmetric key technology on a sensor platform. In many
cases, high-level programming languages may not be opti-
mized for specific hardware platforms, and therefore assembly
languages are required to further reduce the computing time.
Gura et al. [70] evaluated the assembly language implementa-
tions of ECC and RSA on the Atmel ATmega128 processor
[5], which is popular for sensor platform such as Crossbow
MICA Motes [4]. In their implementations, a 160-bit point
multiplication of ECC requires only 0:81 s, whereas 1024-bit
RSA public key operation and private key operation require
0.43 s and 10.99 s, respectively.

Applications — In addition to RSA for authentication and
Diffie-Hellman for key establishment [63], ECC also is
attracting interest for the security design of WSNs due to its
efficiency. Huang et al. [71] considered a sensor network con-
sisting of secure managers and several sensor nodes. An ECC-
based authenticated key establishment protocol is proposed
for the key establishment between secure managers and sen-
sor nodes. To reduce the computational overhead of sensor
nodes, most computationally expensive asymmetric key opera-
tions are put on the secure manager side.

Zhou, Zhang, and Fang [72] designed an access control
protocol based on ECC. In particular, the Elliptic Curve Digi-
tal Signature Algorithm (ECDSA) [73] is used to authenticate
new sensor nodes when they join the network, and the ECC-
based Diffie-Hellman algorithm is used to establish shared
keys between sensor nodes.

Authenticate Public Keys — Another critical issue of apply-
ing asymmetric key technology is the authenticity of public
keys. A public key should be owned by the node that claims to

■ Table 3. Local secure connectivity.

■ Table 4. Comparisons with other schemes.

Key Material
Deployment Pattern Schemes Local Secure Connectivity

uniform [25, 27–42] low

location-based [43–54] high

Schemes Security Assumptions Memory Cost Connectivity

[25, 27–54] strong attackers with powerful capability large low for uniform key material deployment and high for
location-based key material deployment

[55–62] weak attackers with limited capability small high



IEEE Communications Surveys & Tutorials • 3rd Quarter 200814

have it. Otherwise, attackers can easily impersonate any node
by claiming its public key and launch the man-in-the-middle
attack. For example, a malicious node C may impersonate
node B to node A and also impersonate A to B if A and B
cannot verify the public key of each other. In this way, node C
can act as an invisible router and learn all the messages
between A and B. The conventional solution to public key
authentication is to use a certificate signed by a trustful cer-
tificate authority (CA). Therefore, node B can send its public
key with corresponding certificate to node A such that A can
verify the correctness of the certificate with the well-known
public key of the CA. Node B can verify the authenticity of
A’s public key by following the same procedure.

Though technical advances make the use of asymmetric
key technology viable in WSNs, asymmetric key algorithms
are more expensive than symmetric key algorithms. The
authentication of public keys still may incur high energy con-
sumption because authentication is likely to be performed
many times. Du, Wang, and Ning [74] developed a public key
authentication scheme based on a symmetric key technique,
the Merkle tree [75]. In the Merkle tree, each parent is a hash
of the concatenation of its children, and each leaf corresponds
to a node and is calculated as a hash of the node ID and its
public key. An example is illustrated in Fig. 2. Each leaf is a
hash of a public key. Each internal node is the hash value on
both its left and right children, and the root is the accumula-
tor of these packets. The witness of one leaf is the set of the
siblings of the nodes along the path from the leaf to the root.
For example, the witness of the leaf P3 is {H4, H1,2, H5,8}, and
the root can be recovered as H1,8 = H((H1,2, (H(P3), H4)),
H5,8). When a sensor node wants to authenticate its public key
to other nodes, it attaches the hash of its public key with its
witness. Other sensor nodes verify whether they can recover
the root and decide the authenticity of the public key.

An alternative approach is to use identity-based cryptogra-
phy [76], where the publicly known identity information of a
node is used as its public key. Identity-based cryptography
removes the necessity of public key certificates and thus saves
cost on certificate authentication. Based on this technique,
Zhang et al. [77, 78] proposed the notion of location-based
keys by binding private keys of individual nodes to their IDs
and their locations. In this solution, the pairwise key of two
neighboring nodes is the by-product of their mutual authenti-

cation process. In addition, any two nodes that are a multihop
apart can establish a shared key on demand, based on their
location-based keys. Their solution has perfect resilience to
node compromise in that no matter how many nodes are com-
promised, the location-based keys of non-compromised nodes,
as well as their pairwise keys, always remain secure.

GROUP KEY MANAGEMENT

According to different scales, there are two types of group
communication. One is the network broadcast/multicast. Usu-
ally, it is performed by a BS because the network
broadcast/multicast requires a large communication overhead,
which cannot be supported by sensor nodes. The other is the
local broadcast, where each node collaborates with its neigh-
bors to fulfill various purposes, such as routing information
exchange or cluster head selection. Both types require a group
key to encrypt communications.

LEAP [55] identifies a group key for network broadcast
and cluster keys for local broadcast. A group key is a key
shared by all the nodes in the network. To tolerate node com-
promise, the group key is updated occasionally, based on
μTESLA [22]. A cluster key is a key shared by a node and all
its neighbors, and it is mainly used for securing locally broad-
cast messages. A node encrypts a cluster key with the pairwise
key shared with each neighbor and unicasts it to the neighbor.
Because the number of neighbor is usually small, this unicast
does not incur too much communication overhead.

A problem with LEAP is that each node learns a group
key from the BS individually. If an attacker compromises a
node, the group key is exposed. To mitigate this threat, local
collaboration is introduced in the group key distribution [79].
In particular, each node must obtain extra secret information
from its neighbors, as well as the broadcast information from
the BS. Only by combining that secret information and its
own secrets, preloaded before deployment, can each node
recover the group key. If a node is detected by its neighbors
as a malicious one, its neighbors will not collaborate with it.
In this way, a malicious node can encounter difficulty in calcu-
lating the global key.

Most of the time, a BS takes charge of group key manage-
ment for the entire network. This may introduce too much
management overhead at the BS. To reduce the overhead, a

■ Figure 2. An example of Merkle tree. Each leaf is a hash of a public key. Each internal node is the
hash value on both its left and right children.
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level key infrastructure for group communications is proposed
in [80]. Particularly, all the nodes involved in broadcast/multi-
cast are organized in a tree that is rooted at a BS, and each
parent node takes charge of the key update for its immediate
children nodes. In this way, the overhead of key management
is localized, which is different from centralized group key
management schemes such as LEAP [55].

OPEN ISSUES

Most current symmetric key schemes for WSNs aim at link-
layer security for one-hop communications, but not the trans-
port layer security for multihop communications, because
usually, it is unlikely for each node to store a transport layer
key for each of the other nodes in a network due to the huge
number of nodes. Asymmetric key technology is expensive but
has flexible manageability. Any pair of nodes can establish a
shared key using asymmetric key techniques such as Diffie-
Hellman [17]. A more promising approach is to combine both
techniques such that each node is equipped with an asymmet-
ric key system and relies on it to establish end-to-end symmet-
ric keys with other nodes. To achieve this goal, a critical issue
is to develop more efficient asymmetric key algorithms and/or
their implementations so that they can be widely used on sen-
sor platforms. How to prove the authenticity of public keys is
another important problem. Identity-based cryptography [76]
is a shortcut to avoid the problem.

There still is a demand for the development of more effi-
cient symmetric key algorithms because encryption and
authentication based on symmetric keys are very frequent in
the security operations of sensor nodes.

Key revocation is another unaddressed problem. When a
node is detected as a malicious one or as a compromised one,
its key must be revoked such that it cannot participate in nor-
mal communications. Though some issues are discussed in
[81], they mainly target RPK [27]. Because there are so many
schemes following different approaches, it is very difficult to
design a universal key revocation scheme. It is still an open
problem for resource constrained WSNs.

AUTHENTICATION AND INTEGRITY

Usually, authentication and integrity can be fulfilled simulta-
neously by attaching a MAC to each transmitted packet. In
the symmetric key technology, a MAC can be generated by
the shared key between the sender and the receiver. In a gen-
eral approach, the sender concatenates a message M with the
shared key K and then computes a MAC C = H(M||K),
where H() is a collision-resistant hash function [82]. When the
receiver obtains the packet {M, C}, he/she re-computes a
MAC C′ with the message M and the shared key K and checks
whether C′ = C. If the equation holds, the message is authen-
ticated and not modified because only the sender knows the
shared key. Otherwise, the packet is tampered with.

In the asymmetric key technology, the sender can compute
a MAC C for a message M with its private key. When RSA is
used, for example, the sender encrypts M to get C = E(M,
Ks), where Ks is the sender’s private key. This operation is
usually called signing, and the result is a signature. When the
receiver obtains the packet {M, C}, he/she decrypts the signa-
ture C with the sender’s public Kp and recovers a message M′.
If M′ = M, the message is authenticated and not modified
because only the sender knows its private key. Otherwise, the
packet is tampered with.

Authentication is very important because the wireless
medium leaves a door open to unauthorized attackers who

can inject or modify packets. Therefore, every packet must be
authenticated before the receiver submits it to higher layer
applications.

According to the communication pattern, authentication
can be performed in one-hop unicast, multihop unicast, and
broadcast. In one-hop unicast, every packet is authenticated
between neighboring nodes. Usually, this is performed at the
link layer by the link-layer key. It is not efficient for higher
layers to authenticate one-hop unicast. Because of the frag-
mentation of a higher-layer data payload at the link layer, the
receiver cannot authenticate each received link-layer packet
until receiving a certain number of packets if higher layers
perform the authentication. Moreover, the fragmentation also
can be attractive to the DoS attack in the sense that attackers
inject a large amount of false fragments to deplete the receiv-
er’s memory resource.

On the other hand, the link-layer authentication is not secure
in multihop unicast because the intermediate nodes may not be
trustful, and any one of them can modify the link layer data pay-
load. In this case, higher-layer authentication is required. Usual-
ly this can be performed at the transport layer [83] because the
transport layer manages the end-to-end connection.

Broadcast authentication also is indispensable. Using sym-
metric keys in broadcast means the sender and all the
receivers must agree on a global shared key. Therefore, effi-
cient group key management is desirable. On the other hand,
asymmetric key techniques also can be used, where the sender
signs broadcast packets with its private key, and receivers veri-
fy them with the sender’s public key.

ONE-HOP AUTHENTICATION

To support one-hop authentication, a shared link-layer key is
required between neighboring nodes. Most symmetric key and
asymmetric key management schemes discussed previously
can achieve this goal. TinySec [84] is the first fully-implement-
ed link-layer security architecture for WSNs, providing
encryption and authentication. It defines two packet types:
TinySec-AE and TinySec-Auth. In TinySec- AE packets, the
data payload field is encrypted according to Skipjack [85],
which is a light-weight block cipher. All the packets of the two
types include MACs to provide the packet authentication ser-
vice. However, TinySec does not discuss how to establish link-
layer keys; therefore, TinySec can be combined with key
establishment protocols discussed previously to provide a link-
layer security solution.

MULTIHOP AUTHENTICATION

Like the case in one-hop authentication, an end-to-end shared
key can support multihop authentication. Most symmetric key
establishment schemes discussed previously target the link-
layer key establishment. Based on the link-layer secure infra-
structure, a multihop key can be negotiated between two end
nodes through a multihop path. However, the multihop key
negotiation may fail if one of the intermediate nodes along
the path is compromised. To deal with this problem, multi-
path enhancement [86] combining secret sharing [87] can be
performed [37, 38].

If an asymmetric key infrastructure is available, the estab-
lishment of a multihop key is more secure. Because only the
two end nodes can encrypt and decrypt the negotiation mes-
sages, the compromise of intermediate nodes does not expose
the end-to-end shared key.

Unlike the authentication based on a shared key, a public
key certificate also can support multihop authentication.
Bohge and Trappe [88] proposed an authentication frame-
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work for hierarchical ad hoc sensor networks that consists of
access points, forwarding nodes, and mobile sensor nodes.
Packets generated by sensor nodes are forwarded by forward-
ing nodes to access points, where they are routed to specific
applications. Preloaded RSA-based initial certificates are used
to authenticate sensor nodes and access points to external
applications. During the lifetime of the network, applications
continue to renew certificates for access points and sensor
nodes. Considering the limited capability of access points and
sensor nodes, applications authenticate new certificates using
the TESLA [89] protocol.

The authentication based on the shared key is more effi-
cient than the certificate-based one. A node at one end can
verify the identity of a node at the other end through the chal-
lenge-response approach based on the shared key. The
authentication involves only symmetric key operations such as
hash. However, in certificate-based authentication, both end
nodes must perform expensive asymmetric key operations.

BROADCAST AUTHENTICATION

Broadcast is a common method to disseminate information in
a WSN when a source node intends to spread the same mes-
sages, such as commands or queries, to a group of nodes.
Each broadcast packet should be authenticated so that attack-
ers cannot inject false information. Currently, most broadcast
authentication schemes are based on symmetric key tech-
niques due to their efficiency.

A basic tool in the symmetric-key broadcast authentication
is the one-way hash chain (OHC) [90]. An OHC is a sequence
of numbers, K0, K1, … Kn, such that Kj–1 = F(Kj), ∀j, j ∈{1, 2,
…, n}, where the hash function F satisfies two properties:
• Given x, it is easy to compute y = F(x)
• Given y, it is computationally infeasible to compute x

such that y = F(x)
The first number of the OHC K0 is securely sent to all the

receiving nodes. When the source node must broadcast a
packet in the k-th round, it includes Kk in the packet. Then
every member node can authenticate Kk by verifying Fk(Kk) =
K0. However, Kk cannot be used to authenticate packets
directly in the k-th round. The reason is that if attackers can
capture a packet, they can extract the key attached to it, gen-
erate a false packet, and send it to a node in the same round
before the true packet arrives at that node.

To solve that problem, in security protocols for sensor net-
works (SPINS) [22], μTESLA simulates the asymmetry of asym-
metric key technology based on OHC to provide authenticated
broadcast services. The first key of the OHC is sent to all the
receiving nodes as a commitment in advance. The broadcasted
packet in the t-th time slot carries a MAC generated by using the
t-th key of the OHC. Not every node knows the t-th key when it
receives the packet. In the (t + d)-th time slot, the BS discloses
the t-th key. Thus, every node can authenticate the cached pack-
et by applying the function to the t-th key for t times and check-
ing whether the result is equal to the first key of the OHC. This
asymmetry, which is introduced by delayed key release, can effi-
ciently prevent malicious nodes from impersonating the source
node. An example of mTESLA is illustrated in Fig. 3.

However, μTESLA requires the distribution of the
key chain commitment K0 to all the nodes, which is not
communication-efficient because the commitment must
be unicasted to each node. Moreover, a key chain may
not support broadcast for a long time because the length
of a key chain is fixed. To solve these problems, multi-
level key chains are used to extend the lifetime of an
authenticated broadcast [91], where each key chain is
generated from the keys in its next high-level key chain,

and the first commitment key is pre-distributed to all the sen-
sor nodes.

Moreover, the OHC-based approach has other shortcom-
ings, such as the potential threat to the time synchronization
procedure [92, 93] and the complicated OHC management.
Therefore, μTESLA can be used only by BSs for the network
broadcast [22] that targets the entire network. In some cir-
cumstances, each individual node requires the local broadcasts
to fulfill specific functions in its neighborhood, such as
exchanging routing information or cluster head election. Obvi-
ously, the local broadcast also must be authenticated.

Zhou and Fang [94] proposed a batch-based broadcast
authentication scheme, called BABRA. In BABRA, broadcast-
ed packets are sent in batches, and each batch is a burst
sequence of packets. There is a key associated with each batch.
All the packets in one batch carry a MAC, whose calculation is
based on the associated key. The key is disclosed only after a
certain delay from the end of the batch. Therefore, the asym-
metry introduced by the delayed key disclosure prevents attack-
ers from injecting bogus packets because the sender never
sends packets of one batch after the key disclosure period. To
authenticate each batch key, the hash of the key is embedded
in the packets of previous batches. Thus, when one packet of
the current batch is authenticated, the key hash in it can be
used to authenticate the key of the next batch. In BABRA,
each key is independent from the others. The elimination of
key chains makes BABRA suitable for both the network broad-
cast by the BS and the local broadcast by sensor nodes.

Though the delayed key disclosure can be an efficient
authentication tool, it requires each sensor node to buffer a
certain number of packets that may undergo a DoS attack
with flooding capability. To solve this problem, asymmetric
key-based authentication can be used with a trade-off of
increased computational overhead.

Ren et al. [95] proposed to use the asymmetric key-based
authentication such that packets can be authenticated imme-
diately after reception. To make asymmetric key authentica-
tion viable for WSNs, two efficient public key
certificate-management methods are proposed in [95]. One is
to use the Merkle tree [75] to verify whether a user is autho-
rized to access the network. The other is to use an identity-
based signature scheme [96] to authenticate external users.
Both methods eliminate public key certificates and therefore
can be used in WSNs.

In another scheme [97], Chang et al. proposed to use one-
time signatures to authenticate broadcast. Each packet is
signed by a signature consisting of several one-time private
keys that are authenticated by corresponding public keys. To
reduce the public key size, they exploit the Merkle tree [75] to
associate one public key (root of tree) with several private
keys (leaves of tree). Receivers authenticate private keys in
each packet with the corresponding public key and then verify
the packet signature.

OPEN ISSUES

Broadcast/multicast security is still an open problem for
WSNs. Though mTESLA can provide authentication, it

■ Figure 3. μTESLA. The broadcasted packet in the i-th time slot car-
ries an MAC generated by using the i-th key of the one-way hash
chain. Every node does not know the i-th key when it receives the
packet. In the (i + d)-th time slots, the base station discloses the i-th
key.
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induces cache delay for broadcast packets, which attracts DoS
attacks. Efficient asymmetric key technology can address the
problem in that each broadcast packet carries a signature
computed by the source’s private key, and receivers can verify
the signature by the source’s public key. However, develop-
ment of efficient asymmetric key technology on resource con-
strained sensor platforms is very difficult. The bottle-neck
here is the authentication of the public key. Though several
schemes [95, 97] try to avoid the verification of public key cer-
tificates by using the Merkle tree [75], the trade-off is more
communication overhead because each packet is attached with
multiple hash values that may be even longer than public key
certificates.

Encryption is another problem for broadcast/multicast. A
group key is required to encrypt broadcast messages. Howev-
er, the management of group keys is very difficult. Whenever
a node joins or leaves a group, the current group key should
be updated to protect previous or future messages. Usually,
group keys can be managed in a centralized or a distributed
way [98]. Centralized management requires a central manager
in charge of the group key distribution and update; whereas in
the distributed approach, all the nodes exchange contributory
information in several rounds of communications and agree
on a final group key. However, those conventional group key
schemes are too expensive on the sensor platform. Central-
ized management minimizes the computation cost of sensor
nodes in that only decryption is required. However, the cen-
tral manager may become a failure point and a performance
bottleneck. Distributed management avoids the problem ,but
it requires each node to perform several rounds of computa-
tion. The communication overhead of both approaches can be
very high when the group membership change is frequent
because of the large number of sensor nodes. Though several
efficient schemes are proposed in [55, 79, 80], they are prone
to malicious attacks such as node compromise. Therefore,
efficient and secure group key management is still an open
topic.

SECURE ROUTING

The goal of networking is to provide an infrastructure for
delivering data from a source node to a destination node.
Routing protocols are the most critical component because
they address the problem of how to find a path from the
source to the destination and finally take charge of data deliv-
ery. In this way, the nodes in a network can collaborate with
each other to fulfill various applications deployed in advance.
If routing protocols fail under malicious attacks, the high layer
applications also fail and the network is useless. Therefore,
secure routing is very important to guarantee the network
functionality in the face of malicious attacks.

PROBLEMS

To minimize energy consumption, routing techniques for
WSNs employ well-known tactics, as well as those particular
to WSNs [99]. For example, in flat routing protocols such as
directed diffusion [100], data aggregation and in-network pro-
cessing are required to reduce the number of transmissions of
redundant data. Clustering is a critical process to build up a
hierarchical WSN in hierarchical routing protocols such as the
low energy adaptive clustering hierarchy (LEACH) [101]. Sen-
sor nodes in the local area cooperate to select a cluster head
that may be more powerful so that it can perform more com-
plex operations such as data aggregation or long distance
routing. In location-based routing protocols such as Geo-

graphical and Energy-Aware Routing (GEAR) [102], the loca-
tion of a sensor node, which can be estimated by global posi-
tioning system (GPS) devices or GPS-free methods, is used as
the routing metric. However, most routing protocols [99] for
WSNs do not consider security in their designs. Karlof and
Wagner [6] pointed out that most routing protocols for WSNs
are vulnerable to malicious attacks. Unencrypted packets that
carry routing information can be easily subject to eavesdrop-
pers so that attackers can discover the network topology.
Attackers can inject false routing information to launch a
Sybil attack [103, 104] or redirect packets to change network
topology [105, 106]. Both of the attacks can change the net-
work traffic pattern so that some malicious nodes can receive
most of the traffic before it arrives at the BS. In data aggrega-
tion, the aggregation node can be compromised so that the
aggregated data is tampered with. A non-aggregation node
also can report false data to the aggregation node to disrupt
the final report. A location deterministic operation is vulnera-
ble because it requires cooperation among several nodes and
may not be successful if some of them are malicious. A mali-
cious node intentionally may drop some of the passing traffic.
Of course, it can drop all the packets to act like a black hole,
but this is easy to detect. Selective forwarding is more difficult
to detect. A malicious node may drop the packets from some
selected nodes and forward those from other nodes. A more
subtle way is to drop packets intermittently so that it behaves
like an unstable channel. Most routing protocols require that
each sensor node periodically broadcast routing information
to maintain the network topology. If the time synchronization
in the maintenance operation is attacked [92, 93], the whole
network fails. Though several proposals [107–112] tried to
secure ad hoc routing protocols, they hardly can be applied in
WSNs for three reasons. First, those proposals all target ad
hoc networks, which are different from WSNs in terms of
resources and communication patterns [6]. Second, those pro-
posals are security extensions of existing ad hoc routing proto-
cols such as dynamic source routing (DSR), ad hoc on-demand
distance vector (AODV), or destination-sequenced distance
vector (DSDV) [113], which are not suitable for WSNs. Third,
those proposals require either asymmetric key cryptography or
complicated symmetric key cryptography, which are expensive
on sensor platforms.

AVAILABLE SOLUTIONS

Several possible security countermeasures for securing routing
protocols are discussed in [6]. Link-layer encryption and
authentication by using a global key can protect WSNs against
external attackers because they do not know the global key.
However, this does not secure against node compromise
because the global key can be exposed. A trustful BS can
detect spoofed node identities if every node shares a unique
key with it, which is studied in SPINS [22]. However, the cen-
tralized control can introduce too much communication or
management overhead. To counter selective forwarding by
malicious nodes, multipath routing can be used to increase
the probability of data delivery. To support topology mainte-
nance, authentication is required to protect broadcast of rout-
ing information in a local area. Though these methods
effectively can prevent external attackers from spoofing, modi-
fying, and replaying information and reduce the impact of
selective forwarding, they cannot protect the network from
internal malicious nodes efficiently.

In the INtrusion-tolerant routing protocol for wireless
SEnsor NetworkS (INSENS) [114], the authenticated routing
information can be collected by the BS so that it can calculate
the routing table for every sensor node. The broadcast infor-
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mation from the BS is authenticated by a one-way hash chain.
To prevent DoS attacks, individual nodes are not allowed to
broadcast information to the entire network. To increase the
tolerance to node compromise, redundant multipath routing is
used so that traffic can survive even if some paths are com-
promised. However, INSENS assumes an application scenario
where communications can happen only between sensor nodes
and the BS. It does not support in-network processing.

Pietro et al. proposed an extension of logical key hierarchy
for WSN (LKHW) [115] to protect the directed diffusion pro-
tocol [100]. An LKH is a key tree structure with source nodes
as leafs and a sink node as the root. Each leaf node holds
keys along the path from it to the root node. In LKHW, an
LKH is established before data are fused. Then the LKH is
used to provide encryption and authentication for data fusion.

A Secure Routing Protocol for Sensor Networks (SRPSN)
is developed in [116]. A hierarchical network is constructed
with cluster heads and cluster member nodes. Messages from
sensor nodes are routed by cluster heads. To protect data, a
preloaded symmetric key is shared between all cluster heads
and the base BS.

Several security threats to WSN routing protocols and
countermeasures are summarized in Table 5.

OPEN ISSUES

For routing protocols, security considerations should be con-
sidered at the design stage. Considering specific application
scenarios, the network administrator should analyze the possi-
ble black holes that may corrupt or disrupt the applications
and deploy security countermeasure in advance.

A general approach to protect routing protocols is to
authenticate the routing information exchanged between nodes.
This can effectively prevent an external attacker from injecting
false routing information. However, authenticated routing met-
rics may not be correct in that an internal malicious node can
claim false routing metrics without being detected because it
has correct keys. Therefore, it is necessary for high layers to
verify routing metrics. Some metrics such as residual energy are
very difficult to verify because each node cannot know the
energy consumption of other nodes. The metrics that have local
similarity are easy to verify. For example, most geographical
routing protocols have inherited immunity to false routing
information because the nodes that are close to each other
should have similar geographical distances to the sink.

Considering the frequent node failure under malicious
attacks, multipath routing is a promising approach to provide
robust and secure data transmission services. Based on the
secret sharing technique [87], a message can be decomposed
into many shares, and those shares can be spread into multi-

ple paths and collected by the sink to recover the
original message [86]. How many shares each
path can be assigned depends on the security or
the reliability of that path. In this way, the confi-
dentiality of data can be strengthened because
attackers must compromise a certain number of
routes to capture a message.

However, the integration of security measures
into routing protocols can introduce additional
overhead. Strong security primitives can ensure a
high level of security but may not be acceptable
because of the resource constraints of WSNs.
How to achieve a trade-off between security and
routing overhead is still an open problem.

INTRUSION DETECTION AND
COUNTERMEASURES

In many cases, no matter how carefully we design a security
infrastructure for a WSN, attackers can still find a way to break
into it and launch attacks from inside the network. If they keep
quiet to eavesdrop on traffic, they can remain undetected. If
they behave actively to disrupt network communications,
anomalies will be detected, indicating the existence of malicious
attacks. Intrusion detection mechanisms can detect those
attacks based on the anomalies. In this section, we discuss sev-
eral typical attacks and the corresponding detection methods.

NODE COMPROMISE

Usually, a WSN is managed by an authority that can deploy a
secure infrastructure to protect the network. At first, all the
secrets deployed are unavailable to attackers. An attacker,
without knowing any secrets, can eavesdrop on packets but
may not be able to discover the content of the packet because
most likely, the packet payload is encrypted. Thus, the attack-
er is an external attacker with limited attack capabilities.

However, a WSN usually is deployed in a hostile environ-
ment. An attacker may compromise a sensor node to extract
all its keying material. Even if tamper-resistant devices are
available for a sensor platform, they still cannot guarantee the
perfect security of secrets [117]. Hence, node compromise
usually is unavoidable in WSNs. By compromising one node,
an external attacker can become an internal attacker and
launch more severe attacks. The attacker can use the compro-
mised node to monitor the network traffic. It is very hard to
detect this attack because the attacker follows the normal net-
work protocols without showing an anomaly. The attacker can
also use the malicious node to launch various active attacks.
This situation poses the demand for compromise-tolerant secu-
rity design. The network should remain highly secure even
when a certain number of nodes are compromised. In particu-
lar, the impact of node compromise should be limited to the
local area where the compromised node resides.

In location-based key distribution schemes [43–49, 51–54],
nodes close to each other have more correlated key materials
than nodes that are far away from each other. Attackers can
use the key materials in compromised nodes to derive keys
shared by other non-compromised nodes in the local region
but not in distant regions. Therefore, using location informa-
tion can mitigate the impact of node compromise.

To further control the impact of node compromise, public
key techniques can be used, because the symmetric key tech-
niques used in [43–49, 51–54] cannot totally solve the node
compromise problem. Zhang et al. [78] proposed a suite of
location-based security mechanisms in which each node holds

■ Table 5. Secure routing protocol.

Security Threats Countermeasures

eavesdropping link layer encryption [6, 22, 114–116]

injection, modification link layer authentication [6, 22, 114–116]

selective forwarding multi-path routing [6, 114]

node impersonation authentication through BS [22]

false routing information authenticated broadcast [6], topology verifica-
tion by BS [114]

DoS prohibit network broadcast from sensor nodes
[114]
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a private key bound to both its ID and its geographic location.
Based on location-based keys, they developed a neighborhood
authentication protocol that can successfully localize the
impact of compromised nodes to their vicinity. In addition,
they demonstrated how location-based keys can act as effi-
cient countermeasures against many notorious attacks against
WSNs, such as a Sybil attack [103], a node replication attack
[118], or a Wormhole attack [105].

ACTIVE ATTACKS

An attacker can exploit compromised nodes to launch many
active attacks to disrupt normal operations in a WSN. Usually,
these attacks are hard to prevent due to the possibility of
node compromise. Therefore, some detection methods must
be performed to counteract these attacks.

Selective Forwarding — Forwarding packets is a major
responsibility of a routing node. However, a malicious node
intentionally may drop any packet and forward other ones.
Wang et al. [119] proposed a failure detection framework to
detect the selective forwarding attack. The observation is that
for a routing node, the number of packets it must forward
must be equal to the number of packets it receives. In their
framework, each sensor node can work under a promiscuous
mode so that it can overhear the transmission of neighboring
nodes. If a neighbor of a suspected node finds that the num-
ber of packets that the suspected node fails to forward exceeds
a certain threshold, the neighbor can collaborate with other
neighbors of the suspected node, and the opinions from the
neighbors of the suspected node are collected to form a deci-
sion about the suspected node.

The Sybil Attack — The Sybil attack was first studied in the
context of peer-to-peer networks [104]. Then it was found to
be a serious threat to WSNs [103]. In the Sybil attack [103], a
malicious node illegitimately takes on multiple identities. It
has been shown that the Sybil attack may pose a serious
threat to distributed storage and routing protocols [6]. In
addition, it also can cause devastating consequences to other
applications such as data aggregation, voting, fair resource
allocation, and misbehavior detection [103]. To detect the
Sybil attack, two methods were discussed in [103]. One
method is radio resource testing in which each node assigns a
unique channel to each of its neighbors, including fake neigh-
bors, and tests whether its neighbors can communicate with it
through the assigned channels. Because the radio of a sensor
platform is usually incapable of simultaneously sending or
receiving on more than one channel, the failure of communi-
cation through one channel may be a sign of the Sybil attack.
The other method is to use the ID-based symmetric keys. For
example, each sensor node is preloaded with a set of keys that
are selected from a global key pool by its node ID. The ID of
a suspected node is challenged by a set of validating nodes
based on the keys shared between the suspected node and the
validating nodes. Several other methods were suggested in
[103], including registration, position verification, and code
attestation. Moreover, ID-based public keys [78] also can
defeat the Sybil attack because both the ID and location
information were taken into the generation of key material
during the initialization phase, hence multiple identities need
multiple keys, and this is impossible for a malicious node to
achieve.

The Node Replication Attack — In the node replication
attack [118], an attacker intentionally puts replicas of a com-
promised node in many places in the network to incur incon-

sistency. Like the Sybil attack, the node replication attack also
can enable attackers to subvert data aggregation, misbehavior
detection, and voting protocols by injecting false data or sup-
pressing legitimate data [118]. Conventional methods to
detect a node replication attack usually include centralized
computing based on node locations or the number of simulta-
neous connections, which is vulnerable to the single-point fail-
ure. Distributed detection of the node replication attack was
proposed in [118], where each node is assumed to know its
location, and it is required to send its location to a set of wit-
ness nodes. If a witness node finds a contradiction in the loca-
tion claims of a suspected node identity, this suspected node
identity must be replicated many times. Asymmetric key tech-
nology is used here to guarantee the authenticity of location
claims. A similar approach is discussed in [78]: each node has
a private key corresponding to its location, and the location-
based key can be used to detect node replicas.

The Wormhole Attack — In the Wormhole attack [105], an
attacker can tunnel packets through a secret, low-latency
broadband channel between two distant places and replay
them. This attack can distort the network topology by making
two distant nodes believe they are neighbors, thus it becomes a
serious attack on routing protocols [105]. To detect the Worm-
hole attack, Hu et al. proposed to use packet leashes [105],
where location or timing information is embedded in packets,
to limit the maximum range over which packets can be tun-
neled. They require that each node either knows its location or
has a tightly synchronized clock so that this information can be
used to calculate the maximum distance that a relayed packet
could travel. Directional antennas [120] also were used to
defend against the Wormhole attack, where some direction
information is used to detect the replayed packets. However,
these defenses target ad hoc networks and require expensive
hardware devices, which may be infeasible for most resource-
constrained sensor networks. Wang and Bhargava [121] pro-
posed to use centralized computing to detect the Wormhole
attack in sensor networks, in which a controller collects the
location information for all nodes to reconstruct the network
topology such that any topological distortion can be visualized.
However, the visualization approach incurs too much commu-
nication overhead, especially when malicious nodes move
around in the entire network because each location change of
the Wormhole triggers a new round of execution of the topolo-
gy reconstruction algorithm. Location-based keys [78] also can
effectively address the Wormhole attack because each packet
is authenticated by the location-based key.

The Rushing Attack — Most on-demand routing protocols
rely on broadcast ROUTE-REQUESTs to find routes. In a
rushing attack, an attacker can forward ROUTE-REQUESTs
more quickly than legitimate nodes so that it is more possible
that the chosen route includes the adversary. The widely used
duplicate suppression technique makes the rushing attack pos-
sible. To counteract the attack, Hu, Perrig, and Johnson pro-
posed the Route Access Protocol (RAP) [106], in which
cached ROUTE-REQUESTs and the node lists embedded in
those ROUTE- REQUESTs can be used to check the rushing
attack.

Attacks Summary — The active attacks and their counter-
measures are summarized in Table 6.

NODE MONITORING

Through active attacks, an attacker displays many anomalies,
which are the indications of a malicious attack. Intrusion
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detection mechanisms attempt to detect an attack based on
those anomalies. Usually, the neighbors of a malicious node
are the first entities to learn of the abnormal behaviors.
Hence, it is convenient to let each node monitor its neighbors
such that intrusion detection mechanisms can be triggered as
soon as possible.

Khalil, Bagchi, and Nita-Rotaru proposed the detection,
diagnosis, and isolation of control attacks in sensor networks
(DICAS) protocol [122] to detect, diagnose, and isolate mali-
cious nodes. Local monitoring capability is utilized in that a
neighbor of both the sender and receiver can oversee the
communication behaviors of the receiver. If the receiver has
any abnormal behavior on the received packets, it can be
detected. If the number of abnormal behaviors is larger than a
threshold, the neighbors of the detected malicious node refuse
to receive packets from and send packets to it so that the
malicious node is isolated from the network.

Cumulative observations of anomalies can be used to eval-
uate the integrity of sensor nodes. Ganeriwal and Srivastava
[123] developed a reputation-based framework, in which each
node holds reputations for other nodes. Based on the observa-
tions of whether other nodes are cooperative or not, those
reputations are updated through an iterative procedure and
used as criteria to decide whether a node is malicious or not.

Continuous monitoring can be energy consuming. There-
fore, a cluster-based detection approach is presented in [124].
The network is divided into clusters. Each cluster head moni-
tors its cluster members. All the members in a cluster are fur-
ther divided into groups, and the groups take turns monitoring
the cluster head. Not all the sensor nodes continue to moni-
tor, thus reducing the overall network energy cost.

In addition to monitoring neighbors, Seshadri et al. pro-
posed a physical layer intrusion detection method called secure
code update by attestation (SCUBA) in [125]. SCUBA imple-
ments a self-monitoring mechanism by a primitive function
called indisputable code execution (ICE). ICE can create a cor-
rect execution environment for programs. An attacker can be
detected by ICE if it tries to fake the execution environment.

DENIAL OF SERVICE

All the components of a WSN, including hardware architec-
ture and software protocols, are integrated and cooperate to
perform various tasks. If any of them malfunctions, the capa-
bility of the entire network may decrease. Hence, attackers
may launch attacks to diminish the capability of the network
to provide expected services, leading to a DoS attack [7]. In
fact, DoS is the goal of the active attacks, in which attackers
participate in the network operation, like packet dropping, but
not the passive attacks, in which attackers stand outside of the

network, like eavesdropping.
A typical technique to initiate a DoS attack is

radio jamming [126]. Constant or random interfer-
ences can be introduced by attackers to corrupt
normal communications. It was shown in [126]
that using signal strength, carrier sensing time, or
the packet delivery ratio, individually, is not
enough to detect jamming. Instead, consistency
checking based on signal strength or location
information can detect a jamming attack. The jam-
ming techniques studied in [126] are either ineffi-
cient (constant, deceptive, and reactive jamming)
or ineffective (random jamming). By exploiting the
link-layer semantics, a more efficient and effective
jamming attack can be launched [127].

A trickier way to launch a DoS attack is to
employ protocol defects. Aad, Hubaux, and

Knightly [128] studied a particular DoS attack, namely, Jelly-
Fish, in which relay nodes stealthily reorder, delay, or periodi-
cally drop packets that are expected to be forwarded, in a way
that leads end-to-end congestion control protocols astray. This
attack is protocol compliant but has a devastating impact on
the throughput of closed-loop flows, such as TCP. However, a
surprising observation is that the attack actually can increase
the capacity of networks because they starve all multihop
flows and provide all resources to one-hop flows that cannot
be intercepted by JellyFish.

In [129], McCune et al. study the DoS attack in a broad-
cast, where sensor nodes are deprived of broadcast messages
by an attacker. They propose secure implicit sampling (SIS),
an algorithm by which a broadcasting BS detects the failure of
nodes to receive its broadcast. The goal of SIS is to increase
the probability that the attacker is detected when it increases
disruption of broadcasts. SIS achieves this goal by having a
subset of recipients acknowledge each broadcast, where this
subset is computed deterministically but in a way that is hid-
den from the attacker.

Compared to DoS detection, it is more difficult to defend
against a DoS attack. Attackers may have the capability of
launching many attacks that result in DoS, and counteracting
each possible attack is not an easy job. Usually, what we can do is
to define the region under the DoS attack and avoid the region
by reestablishing new routes. Also, careful consideration of DoS
resistance should be addressed at the network design phase to
reduce the loopholes that may be utilized by adversaries.

Deng et al. [130] studied a specific DoS attack called per-
manent DoS (PDoS), in which an attacker overwhelms sensor
nodes a long distance away by flooding a multihop end-to-end
communication path with either replayed packets or injected
spurious packets. They proposed a solution using OHCs to
protect end-to-end communications against PDoS. Each node
along a path is configured with an OHC, enabling each inter-
mediate node to detect a PDoS attack and prevent the propa-
gation of spurious or replayed packets. In this mechanism,
every packet sent by an end node includes a new OHC num-
ber. An intermediate node forwards a packet only if the
included OHC number is verified to be new. This OHC-based
solution is more resilient to compromise than the naive
approach of sharing a single path key because an attacker
given the current and earlier OHCs cannot generate a legiti-
mate next OHC number and therefore, cannot flood the path
with bogus packets or replayed packets.

SECURE BASE STATIONS

A BS is the gateway of a WSN to the external wired world. A
WSN must exchange all information with the external world

■ Table 6. Countermeasures to active attacks.

Attacks Countermeasures

selective forwarding local monitoring [119]

Sybil radio resource testing or ID-based symmetric key
[103], location-based key [78]

node replication location verification by witness nodes [118], location-
based key [78]

Wormhole packet leashes [105], directional antennas [120],
topology checking by central server [121]

rushing path records by embedding node list in ROUTE-
REQUEST [106]
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through a BS. Usually, a BS has more powerful capabilities to
perform centralized computation and is more resilient to
malicious attacks. Hence, the conventional security schemes
for WSNs assume that the BS is always secure. However,
there is still a possibility that the BS may become a failure
point if attackers are powerful enough to break it. Hence, BS
security is also important and requires more consideration.

Deng, Han, and Mishra [131] proposed several methods to
protect the BS from malicious attacks. The first method is to
deploy multiple BSs to provide tolerance against individual BS
failure. The second method tries to hide the identity of the
BS. Particularly, a pairwise shared key is used to encrypt pack-
ets, including the address field in the packet headers, between
two neighboring nodes. Instead of using node IDs in the
address field, they use a hash function to construct several
anonyms for each node. All the nodes use their anonyms as
either source addresses or destination addresses. The pairwise
shared keys are generated and distributed by the BS during
the topology construction phase. In the third method, the BS
is allowed to relocate so that its location is hard to track by
attackers.

If an attacker wants to attack the BS, it must know where
to find it. Through traffic analysis, the attacker can achieve
the goal of finding the location of the BS. Therefore, it is very
important to disguise the traffic pattern. Three methods are
proposed in [132] to counteract traffic analysis attacks. First, a
source node randomly can select a multihop path for each
flow. Second, fake paths can be created randomly to cheat
attackers. Finally, multiple random areas of high communica-
tion activity can be created to hide the real location of the BS.

Sometimes the BS is far away from the area of interest. To
reduce the overhead of long path data transmission, the BS
can send out mobile sinks for efficient data collection, data
querying, localized sensor reprogramming, identifying and
revoking compromised sensors, and other network mainte-
nance. Employing mobile sinks, however, raises a new security
challenge: if a mobile sink is given too many privileges, it will
become very attractive to attack and compromise. Using a
compromised mobile sink, an attacker easily can bring down
or even take over the sensor network. Thus, security mecha-
nisms that can tolerate mobile sink compromises are essential.
In [133], Zhang et al. proposed to restrict the privilege of a
mobile sink without impeding its capability of carrying out
authorized operations for an assigned task. Basically, each
mobile sink carries an authenticator for each task it may
enforce. Each sensor node can verify the task authenticator
from the mobile sink before performing the desired task.
When a mobile task is compromised, the BS uses authenticat-
ed broadcast to revoke the ID of the mobile sink.

OPEN ISSUES

Although many intrusion detection techniques were proposed
to detect malicious attacks, most of them target only one spe-
cific attack by using different approaches and hardware
assumptions. It is very difficult to integrate those techniques
into a uniform hardware platform due to cost and implemen-
tation considerations. A promising approach is to choose a set
of criteria based on the characteristic analysis of different
attacks and establish a simple, uniform intrusion detection
framework. Reputation-based detection is good in that it is
based on the statistics of anomalies but not specific detection
techniques. However, it cannot recognize the kind of attack
that is occurring. This is because the criteria for determining
malicious behavior has not been addressed. It is beneficial to
investigate how to detect a specific attack under the general
framework.

Identifying an intrusion is a requirement for further active
network protection measures. The network administrator uti-
lizes the alert messages from the intrusion detection system to
analyze the cause and impact of an attack and enforce some
countermeasures. However, the whole defense process is in
fact becoming more and more complex in the face of the large
amount of emerging network techniques, protocols, applica-
tions, and attacks; and thus, the human involvement in the
defense process may be inefficient and error-prone. To ease
the management and protection of networks, which has been
envisioned by autonomic computing [134–136], self-protection
and self-healing are inevitable in future WSNs. In particular,
realizing autonomic computing in a WSN requires two tasks.
One is that the network is capable of defending itself against
malicious attacks and recovering by self-healing measures.
The other is that the network must be able to anticipate
potential security problems based on historic log reports and
take the required steps to avoid or mitigate them, for exam-
ple, by automatically upgrading its defense systems.

Breaking the physical layer is the first step for adversaries
to launch attacks. Most recent security solutions target the
protocols of high layers, but not the physical layer. However,
it would be beneficial if the physical layer can provide
resilience to malicious attacks. Spread spectrum can reduce
the impact of radio jamming by hiding a signal behind the
environmental noise. Improved tamper-resistant techniques
can reduce the probability of node compromise such that the
possibility of internal attacks also can be reduced. Meanwhile,
the changes in physical characteristics of sensor nodes, such as
code length, may be used to detect malicious tampering.

SECURE APPLICATIONS

Under malicious attacks, WSN applications may not be per-
formed successfully. In this section, we discuss some security
issues related to the applications.

FALSE REPORTS

When an event happens, the surrounding sensor nodes have
similar observations of the event. If all the nodes send their
notifications to the BS, it will result in the waste of too much
energy. Therefore, the in-network processing becomes a major
component of data fusion in WSNs, where the surrounding
nodes cooperate with each other such that a final report can
be generated by a data fusion node and sent by the fusion
node to the BS. However, if some nodes are compromised
and then send out false reports, this type of data fusion proce-
dure will fail.

Report Verification — To deal with the false report problem,
some witness nodes can be used [137] to provide data assur-
ance. A report should be signed by m witness nodes, who have
similar observations, before being forwarded by the fusion
node, which also signs the report, to the BS. The BS performs
verification based on the received m + 1 signatures to decide
whether the report is valid or not. Przydatek, Song, and Perrig
proposed a similar scheme called secure information aggrega-
tion (SIA) [138], in which a report, generated according to
carefully designed aggregation algorithms, carries a commit-
ment generated by the fusion node, and the BS verifies the
report through interactive protocols with the fusion node.

En-Route Filtering — If false reports always are forwarded
to the BS, a malicious node can keep sending false reports to
deplete the resources of other forwarding nodes and the BS,
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thus leading to the DoS attack. To counteract the attack, en-
route filtering is proposed in [78, 139, 140], where the signa-
tures carried by a report are verified by the nodes along the
route from the data fusion node to the BS so that false
reports can be filtered out before they arrive at the BS. This
method requires that the nodes generating signatures have
shared keys with those nodes on the route, where the shared
keys can be established according to the key establishment
schemes discussed earlier. To protect the shared keys from
node compromise, Zhang and Cao [141] developed a family
of pre-distribution and local collaboration-based group rekey-
ing (PCGR) schemes based on the secret sharing technique,
in which a key of a node can be secured and updated by its
neighbors.

The security of the keys in [139–141] is threshold-based in
that each key cannot be exposed until a certain number of
nodes that have related key material are compromised. How-
ever, a graceful degradation of security is desirable in some
cases. Hence, a location-based resilient security (LBRS) solu-
tion is proposed in [142]. The entire terrain is divided into a
regular geographic grid, and each cell is associated with multi-
ple keys. Based on its location, a node stores one key for each
of its local neighboring cells and a few randomly chosen
remote cells. Each detected event must be endorsed through
multiple keys bound to the specific location of the event.
When it is forwarded to the sink, a report must carry several
MACs whose calculation is based on the keys of its original
cell, and be verified by the nodes along the route to the sink.
Because each event must be signed with keys bound to its
location, attackers cannot abuse the keys compromised at one
location to spoof reports related to other locations. Therefore,
LBRS can achieve a graceful degradation of security. A simi-
lar approach also is described in [143], which differs in the
selection of verifying cells.

Unlike the aforementioned schemes [78, 139–143], in
[144], Yu and Guan proposed a verify-before-send method to
filter out false reports. The sensing nodes attach MACs to an
aggregated report with their own authentication keys. Those
authentication keys are disclosed to forwarding nodes after
they send out the report. Each forwarding node can verify the
report with authentication keys received from its upstream
node only after sending out the report to its downstream
node. In this way, each forwarding node can verify but not
modify the report. If the report is invalid, the forwarding node
informs its downstream node to drop the report. It is shown in
[144] that this approach can achieve a better filtering result on
false reports.

Hop-by-Hop Aggregation — All the schemes [78, 139–144]
assume that the network is flat. Data fusion is performed only
between nodes around the detected event. However, most
data aggregation protocols [100, 145–150] organize sensor
nodes into a tree hierarchy rooted at the BS, thereby eliminat-
ing the data redundancy in the sensor data of the network,
and hence reducing the communication cost and energy
expenditure in data collection. The non-leaf nodes act as
aggregators, fusing the data collected from their child nodes
before forwarding the results toward the BS. In this way, data
are processed and fused at each hop on the way to the BS,
and communication overhead largely can be reduced. During
a normal hop-by-hop aggregation process in a tree topology,
the high-level nodes (i.e., nodes closer to the root) are of
greater interest to attackers than the low-level nodes. In other
words, if a compromised node is closer to the root, the bogus
aggregated data from it will have a larger impact on the final
result computed by the root. To alleviate this impact, SDAP
[151] takes the approach of reducing the trust on high-level

nodes, which is realized by the principle of divide-and-con-
quer. More specifically, by using a probabilistic grouping
method, SDAP dynamically partitions the topology tree into
multiple logical groups (sub-trees) of similar sizes. SDAP per-
forms hop-by-hop aggregation in each logical group and gen-
erates one aggregate with a commitment from each group.
After a group commits its aggregate, this group cannot deny it
later. After the BS has collected all the group aggregates, it
then identifies the suspicious groups. Finally, each group
under suspicion participates in an attestation process to prove
the correctness of its group aggregate. The BS discards the
individual group aggregate if a group under attestation fails to
support its earlier commitment made in the collection phase.
The final aggregate is calculated over all the group aggregates
that are either normal or have passed the attestation proce-
dure. Because fewer nodes are under a high level node in a
logical sub-tree, the potential security threat by a compro-
mised high-level node is reduced.

Resilient Fusion — Another proactive approach to deal with
false reports is to design a resilient fusion function so that the
impact of attacks is reduced as much as possible at the fusion
node. Wagner [152] proposed to use statistical estimation to
model the data fusion procedure so that the well-established
estimation theory can be used to evaluate the resilience of
fusion function. He modeled the fusion function as a random
function

Θ̂ = f(X1, …, Xn), (7)

and computed the fusion error as

rms(f) = EE[(Θ̂ – θ)2]1/2, (8)

where X1, …, Xn are the random variables and θ is the real
value that should be reported. If k out of n samples are tam-
pered with by adversaries, then the fusion error becomes

rms* (f, A) = EE[(Θ̂ – θ)2]1/2, (9)

where A is a k-node attack and Θ̂* is the fusion result based
on the samples that were tampered with. Then a fusion func-
tion is said to be (k, α)-resilient if max{rms*(f, A)} ≤ α ⋅
rms(f). The intuition is that the (k, α)-resilient functions, for
small α, are the ones that can be computed meaningfully and
securely in the presence of up to k compromised or malicious
nodes, a feature used for fighting against false reports. This
approach provides a sound theoretical basis for designing
fusion functions that satisfy specific security requirements.

LOCATION SERVICES

Location information is critical to many location-based ser-
vices like target tracking. The assurance of the location infor-
mation is a very important security service because malicious
nodes can claim false location information. In the echo proto-
col [153], each node can communicate by using both radio fre-
quency and ultrasound. When a prover node claims a location,
a nearby verifier node can send a nonce to the prover node by
radio and require the prover to echo the nonce by ultrasound.
If the round-trip time of the nonce exceeds an upper bound,
the location claim must be false. Multiple verifier nodes can
cooperate with each other to verify the location of a prover
node.

Lazos and Poovendran [154] proposed a secure range-inde-
pendent localization (SeRLoc) scheme to determine sensor
locations in an untrusted environment. They assume that there
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are some powerful nodes, called locators, in a WSN. Each
locator is equipped with a GPS device and directional anten-
nas so that it can determine both location and direction. Each
locator periodically broadcasts beacons including its location
and the broadcasting angle of the antenna. Based on the bea-
con information and the transmission range of the locator, a
sensor node can determine an area that is an overlap of the
broadcasting of several locators. The location of the sensor
node can be estimated as the center of gravity of the overlap-
ping area. Each sensor shares a symmetric key with a locator,
and the key is used to encrypt location information. The
broadcast beacons are authenticated by a one-way hash chain.

A distance-based approach is proposed in [155], in which
the network manager can use multilateration to determine the
position of a device from a set of reference points whose posi-
tions are known. The distance between the device and each of
the reference points is measured according to the radio fre-
quency (RF)-based distance bounding protocol and collected
by the network manager to verify the position of the device.
Another similar scheme is secure localization in wireless sen-
sor networks (SLS) [156, 157], in which the distance measures
are encrypted and authenticated by the keys shared between
reference points and sensor nodes. All the reference points
collaborate to determine the location of each node.

SOURCE LOCATION PRIVACY

An important application of WSNs is to monitor a valuable
target that may be of interest to attackers. In this scenario, the
information about the target should not be easy to access by
attackers. This leads to privacy issues in WSNs. Usually, priva-
cy can be defined as the guarantee that information, which
may be associated with message transmission, in addition to
message content, is observable or decipherable only by those
who intentionally are meant to observe or decipher it [158,
159]. Cryptographic tools can protect the message content,
but cannot totally ensure privacy of the information associated
with the message content.

A topic of privacy in WSNs is the source location privacy
[158, 159]. It is very important in the scenario where the tar-
get is of high value to attackers such that attackers want to
find out its location by tracing back to the source node moni-
toring the target. To provide the source location privacy, the
routing protocol for WSNs should be resistant to tracing while
delivering information to the sink. Two metrics are defined in
[158, 159] to evaluate the source location privacy in WSNs.
One is the safety period, which is the number of new messages
initiated by the source node before an attacker locates the tar-
get. The other is the capture likelihood, which is the probabili-
ty that the attacker locates the target within a specific time
period.

It has been shown in [158, 159] that two popular routing
mechanisms for WSNs, flooding and single-path routing, can-
not provide efficient source location privacy while maintaining
desirable system performance in terms of energy consump-
tion. The reason is that the attacker easily can trace back
along the shortest path among all the paths generated by
flooding and along the single path.

To enhance the source location privacy, a new routing pro-
tocol, called phantom routing, is introduced in [158, 159]. In
phantom routing, the delivery of every message experiences
two phases:
• The random walk phase, which may be a pure random

walk or a directed walk, meant to direct the message to a
phantom source, that is, a fake source

• A subsequent flooding/single-path routing stage meant to
deliver the message to the sink

When the source sends out a message, the message is uni-
casted randomly for a total of h hops. After the h hops, the
message can be flooded or unicasted through a single-path
routing to the sink. The introduced phantom source signifi-
cantly increases the source location privacy while marginally
increasing the communication overhead compared with the
flooding and the single-path routing.

INTELLECTUAL PROPERTY PROTECTION

When data sensing and processing becomes the major applica-
tion of a WSN, the intellectual property is of crucial impor-
tance to prevent the duplication of the sensed or processed
data. Therefore, there is an urgent requirement to develop
intellectual property protection (IPP) techniques. In [160],
several watermarking techniques were developed to embed
cryptographically encoded authorship signatures into data and
information acquired by WSNs. The key idea is to impose
additional constraints during the data acquisition or sensor
data processing. One technique is to watermark raw data dur-
ing the sensing operations by modifying the location and ori-
entation of a sensor, time management discipline (e.g.,
frequency and phase of intervals between consecutive data
capturing), and its resolution. The second technique embeds a
signature during data processing, in which some variations are
introduced into data processing procedures such as error min-
imization procedures, physical world model building, and solv-
ing of computationally intractable problems.

OPEN ISSUES

Though WSNs have been found to be useful in a wide range
of applications, researchers and engineers are still looking for
new and promising applications that can boost the develop-
ment of the entire area and inspire a profitable market. Dif-
ferent applications may have different security requirements,
which may be dependent on specific security designs. Careful
security design at low layers including encryption and authen-
tication may not effectively prevent attacks at the application
layer because they cannot understand the semantics at the
application layer. Adversaries can spread any information that
can be verified only by applications. Therefore, it is necessary
to incorporate security resilience into the application layer
before we deploy a new WSN application.

CONCLUSION

Security is becoming a major concern for WSN protocol
designers because of the wide security-critical applications of
WSNs. In this article, we discussed general security problems
in WSNs and described corresponding solutions. However,
there are still many open issues. On the one hand, WSNs are
still under development, and many protocols designed so far
for WSNs have not taken security into consideration. On the
other hand, the salient features of WSNs make it very chal-
lenging to design strong security protocols while still maintain-
ing low overheads. Hence, wireless security for WSNs is still a
very fruitful research area to be explored. 
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