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Abstract

In most network security analysis, researchers mainly focus on qualitative studies on security schemes and possible
attacks, and there are few papers on quantitative analysis in the current literature. In this paper, we propose one queueing
model for the evaluation of the denial of service (DoS) attacks in computer networks. The network under DoS attacks is
characterized by a two-dimensional embedded Markov chain model. With this model, we can develop a memory-efficient
algorithm for finding the stationary probability distribution which can be used to find other interesting performance met-
rics such as the connection loss probability and buffer occupancy percentages of half-open connections for regular traffic
and attack traffic. Different from previous works in the literature, this paper gives a more general analytical approach to
the study of security measures of a computer network under DoS attacks. We hope that our approach opens a new avenue

to the quantitative evaluation of more complicated security schemes in computer networks.

© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Due to the widely deployed wide-area computer
and communications networks, the Internet has
undergone rapid development all over the world
and has become indispensable in our daily lives.

* Corresponding author. Tel.: +1 352 846 3043.
E-mail addresses: ywang@csnetl.cs.tsinghua.edu.cn (Y.
Wang), clin@csnetl.cs.tsinghua.edu.cn (C. Lin), liquanlin@tsin-
ghua.edu.cn (Q.-L. Li), fang@ece.ufl.edu (Y. Fang).

However, the Internet has caused many security
problems and financial loss due to the unauthorized
access. Network security has thus attracted consid-
erable attention in the last few decades. The first
international well-publicized security incident of
the ARPANET was identified by Cliff Stoll in
1986 [1]. Later in 1988, the ARPANET had experi-
enced the first automated network security attack,
referred to as the Morris worm [1]. As network
capability grows faster and larger, network security
has become a rather important issue from both the-
oretical point of view and engineering applications.
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Network attacks are common nowadays. There
are several types of crucial attacks, such as the
denial of service (DoS), worm, trojan horse and
virus, each of which causes serious problems to nor-
mal business operations. The DoS attacks usually
cause significant disruptions to computer networks.
A DoS attack can be regarded as an explicit attempt
of attackers to prevent legitimate users from gaining
a normal network service (see Sandstrom [2]). Due
to the serious consequence of DoS attacks, there
are intensive research in this area. In general, DoS
attacks can be classified into several different types,
however, the prevalent type is referred to as the
packet flooding attack. Attackers may flood a net-
work with a large volume of data in order to delib-
erately consume the basic and limited resources of a
victim, such as the process control blocks and the
maximum allowed connections. In particular, DoS
attacks may disrupt the normal operation of physi-
cal components in the network, and may also
manipulate data in transit such as encrypted data
[3]. Moreover, multiple hosts may be employed to
coordinate an attack by flooding a victim with a
barrage of attack packets, which is usually referred
to as the distributed denial of service (DDoS)
attacks. A reflection attack, which is a special case
of DDoS attacks, uses the compromised hosts as
reflectors to hide the identity of the attackers or to
amplify an attack. Therefore, the reflection attacks
can cause more severe damages to the networks.

Many defense mechanisms have been proposed in
the literature to defend against DoS attacks [4-8].
For these mechanisms, most researchers primarily
focused on attack detections and responses. Com-
monly, the anomaly-detection or signature-scan
technique can be used to identify an ongoing attack;
while the responses can take the reactive or proactive
measures to mitigate the networking damages. These
mechanisms include blocking attack packets to
reduce the intensity of attacks, tracing the packets
to locate the attacking source(s), and using the pro-
active measures to filter the attack packets ([4] and
reference therein). Based on the effective detection
and filtering techniques, we may be able to charac-
terize the behavior of the DoS attacks and estimate
the impact of the DoS attacks quantitatively. Moore
et al. [9] provided some insights on the prevalence of
DoS activities over the Internet and used a traffic
monitoring technique, called backscatter analysis,
to estimate the worldwide prevalence of the DoS
attacks. Hussain et al. [6] proposed a framework
for classifying the DoS attacks based on the header

contents, the transient ramp-up behaviors and the
spectral analysis, and presented a statistical analysis
for the DoS attacks and came up with some defense
mechanisms, a useful study of quantifying the
dynamics of DoS attacks.

However, only a few available works have
employed rigorous mathematical models to analyti-
cally study the DoS attacks. This motivates us in
this paper to develop some more general mathemat-
ical models (such as queueing models) to analyze the
DoS attacks. Along this line, Chang [4] mentioned a
simple queueing model for the SYN flooding attack,
which is one of the most common DoS attacks.
Long et al. [7] proposed two queueing models for
the DoS attacks in order to obtain the packet delay
jitter and the loss probability. Khan and Traore
[8] analyzed the impact of DoS attacks on three
parameters: the arrival rate, the queue-growth-rate,
and the response time, which were used for the
attack detection. Huang et al. [10] used a general-
ized multi-class Erlang and Engset mixed loss model
to analyze the DDoS attacks, which was later
extended for 3G wireless cellular networks [11]. Dif-
ferent from these works in the literature, our paper
studies the DoS attacks analytically by using a more
general queue model, a two-dimensional embedded
Markov chain, which can more accurately capture
the dynamics of the actual DoS attacks.

The main contributions of this paper are twofold.
The first one is the theoretical model for the study of
the DoS attacks, which is motivated by a few avail-
able results on quantitative analysis of the DoS
attacks. We propose a two-dimensional queueing
model to evaluate the system performance of a com-
puter network under DoS attacks. The queueing
model of this paper is novel because we model the
system with two requesting queues for regular
requests and the attack requests with different ser-
vice time distributions. In this model, all connection
requests share the same backlog queue, and each
request immediately receives a buffer space of the
backlog queue once it arrives at the system upon
finding an idle buffer space and is blocked other-
wise. The difficulty in the analysis lies in the fact that
the regular requests and the attack requests behave
differently, e.g., their buffer occupancy times will
have different probability distributions. Therefore,
we can only use the two-dimensional embedded
Markov chain to characterize the DoS attacks.
The second contribution of the paper is to com-
pute the stationary probability distribution of the
embedded Markov chain, from which we can com-
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pute some key security metrics, such as the connec-
tion loss probability. Based on the theoretical
results on the security metrics, we can set up some
crucial parameters such as the buffer size and the
holding time for half-open connections in order to
guarantee the desired degree of service availability
under certain attack scenarios.

The organization of this paper is as follows. In Sec-
tion 2, we present our queueing model for the system
under the SYN flooding attacks. In Section 3, we give
the two-dimensional embedded Markov chain for the
queueing model for the analysis of the DoS attacks. A
memory effective level-eliminating algorithm for the
computation of the stationary probability distribu-
tion is developed in Section 4. In Section 5, we discuss
a few security metrics of interest and use numerical
examples to illustrate the system performance.
Finally, we conclude our paper in Section 6.

2. Model description

To intuitively describe our modeling approach, in
this section we construct a queueing model for the
SYN flooding attack and characterize it using a
two-dimensional embedded Markov chain. In our
model, we focus on the consumption of the limited
resources, which is a common and crucial character-
istic for various DoS attacks. It is worthwhile to
note that this approach can be extended to model
other DoS attacks, though the details of various
models may be quite different.

It is well known that SYN flooding attacks exploit
network vulnerabilities with respect to the TCP pro-
tocol, where the three-way handshake algorithm is
used. In general, the arrival of SYN packets contains
two types: the regular request packets and the attack
packets that request for connections. A large number
of SYN packets are always sent to a victim for pre-
tending to make connections with the victim. How-
ever, the victim can hardly differentiate the attack
packets from the regular request packets, and there-
fore it has to respond by sending back the SYN-
ACK packets. The nodes with regular request
packets will respond in a timely fashion while the
attacking nodes sending out attack packets will not
respond, leaving half-open connections in the vic-
tim’s backlog queue for a period. For the attack
packets, the victim may keep one half-open connec-
tion in the buffer of the backlog queue for the incom-
plete handshake until a response is dropped,
although the victim may possibly retransmit the
SYN-ACK packets for several times. It is clear that

these half-open connections can quickly consume
all the memory allocated for the pending connections
and prevent the victim from further accepting new
requests, leading to the well-known buffer overflow
problem. Due to this consideration, some operating
systems have to control the buffer space and/or the
holding time with respect to the half-open connec-
tions. The purpose is to defend against the SYN
flooding attacks as effectively as possible.

For the SYN flooding attacks, we now construct
a queueing model to analyze the buffer occupancy.
We assume that each half-open connection is held
for at most a deterministic period of time b, which
is a time interval from the epoch that the half-open
connection begins to the epoch that the connection
is dropped. The victim has a connection buffer of
the backlog queue, in which at most N half-open
connections are allowed simultaneously. Specifi-
cally, we assume that the half-open connection for
a regular request packet is held for a random time
which is exponentially distributed with parameter
u. The arrivals of the regular request packets and
the attack packets are both Poisson processes with
rates A, and A,, respectively. The two arrival pro-
cesses are independent of each other and of the
holding times for half-open connections.

Based on the above assumptions, the system
under SYN flooding attacks can be modeled as a
two-dimensional queueing model with N servers,
two arrival processes and two service times of differ-
ent distribution. In what follows, we will analyze
this queueing system.

3. Two-dimensional embedded Markov chain

In this section, we derive the analytical results for
the two-dimensional embedded Markov chain for
our problem.

Let Ny(¢) and N,(¢) be the numbers of the regular
request packets and the attack packets at time ¢,
respectively. It is obvious that Ni(f) + No(t) < N
forallz > 0. Let 7, be the nth time that the half-open
connections of the nth attack packet is dropped. It is
clear that {N(z,), Nx(t,):n = 0} is a two-dimen-
sional Markov chain with the state space given by

Q= {(n,ny) :m = 0,ny = 0,n +n, <N}

For simplicity, we divide the state space €2 into
N+ 1 levels, where level i={(ij),0 <j< N —i}
for 0 < i< N, where i and j denote i regular request
packets and ; attack packets in the buffer,
respectively.
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To find the transition probability matrix of the
Markov chain, we first introduce some notations
as follows. For 1l <m < Nand k > 0,

Fm(x) =1- eimﬂxa

+o00 k
a = / ef/llx ()»1)6) dr, (x)’
0

k!
+00
ay = E ar,
=k

+00
_(m m)
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+00 +00 . ;\' k
=3 /b e ap, ),

For the aforementioned queueing model, there
are two correlated queueing lines dealing with the
regular request packets and the attack packets,
respectively. The transition probability matrices
corresponding to the following two queues can be
easily written according to Chapter 1 of Neuts
[12]. The details are omitted below. In what follows
we describe each of them wusing the levelling
techniques.

1. The queue for the regular request packets

When there are i attack packets in this system for
0<i< N, the regular request packets are
described as an M;/M/N — i/N — i queue. In this
case, the Markov chain related to the service time
b of the M/M/N — i/N — i queue has the transi-
tion probability matrix of size (N —i+1)x
(N — i+ 1) as follows:

ap ay a az - ay-i-1 AN
) ) )l
R I N

sz at a((,3) a?) QSL‘A ag\?)ﬂ;z
a*(N.—i—l) . agN;H) —gN;H)

@t =) a(()w—;) agN*i)

2. The queue for the attack packets

When there are j regular request packets in this
system for 0 <j < N, the attack packets can be
described as an M»/D/N — j/N — j queue. In this
case, the Markov chain of the M»/D/N — j/N — j
queue, according to (5.5.53) of Neuts [12], has the
probability transition matrix of size (N — j+ 1) X
(N —j+ 1) denoted as below:

by by by_j-1 by_;

") by b by_j-1 by

> = . (2)
by b by-—j-1 by

3. The composite and dependent queue
Based on the two queueing models given in (1)
and (2), we can model the DoS attacks as a
two-dimensional embedded Markov chain with
a probability transition matrix given by

Poo  Por Pop Po3 -+ Poy-1 Pon
Pio Piy Pip P13y -+ Py Py
Pyo Pyy Pry Poz -+ Poyo1 Py
P= )
P3y Psj
Py_10 Py_in-1 Pyoaw

Pyo Pyy-1  Pyn

(3)

where P;; is the probability transition matrix,
each entry of which is the probability transition
between two states in level i; while P;; is a proba-
bility transition matrix, each entry of which is
the probability transition from a state of level
i to a state of level j. The size of P;; is
(N+1—-i)x(N+1—1i) and the sizes of the
other submatrices can be determined accordingly.

The entries of submatrices P;; can be accurately
computed from QY) and Qg) according to the fol-
lowing three types.

Type one: The diagonal submatrices

by by by_1 by
by by - by by

Poy = ag ) (4)
by b by-1 by
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by b by_i—y IEN—I'
@ by by - by_i1 by
Pi,i = a, . . . . s
by by by_i—1 Z;N—i
1<i<N-1, (5)
PN,N == a(1N> (6)

Type two. The lower-triangle submatrices

a(()l)+a*(1)
a(()l)+a*<1)
PLOZ aé])+a*<l) s
af)l)+a*(1) 0
()
ay »
ag')
Pui= ay , 2<i<N,
af)i) 0
o)
a*(i)
Pig= at , 2<i<N
a® 0 ... 0

Type three: The upper-triangle submatrices

aj
aj
aj
0
0
0
(i)
ajii+1
(i)
it
(1)
a; i
Pif == )
/ a0
i+l
0
0
I<i<N-2, i+1<j<N-1,
Poy=(ay 0 0 --- 0),

Piy = (aj@liﬂ 00

We observe that the blocks of the probability
matrix P given in (3) have a similar form to that
in (1), while each diagonal submatrix in (4)—(6)
has a similar form to that in (2). This is why we
write down (1) and (2) to help the understanding
of the complicated structure of the matrix P.

4. A level-eliminating algorithm

In this section, we propose a memory effective
algorithm to compute the stationary probability dis-
tribution of the two-dimensional Markov chain,
which will be very useful for calculating the security
measures.

Since the matrix P only has the finite dimension
and is irreducible, it is positive recurrent. Let
n = (mp, 7y, ...,y _ 1,Ty) be the stationary proba-
bility distribution of P, partitioned according to
the N+ 1 different levels. Further, we write m; =
(TCi’(),TEi’h cee s TN — ,') for 0 < l< N.

Since = is the stationary probability distribution
of P, we have

P =n (7
and
e =1, (8)

where e is a column vector of ones.
It follows from (7) that

n(I — P) = 0. 9)

Notice that the system of linear Egs. (8) and (9)
has finite dimension, thus some algorithms given
in the literature can be used to solve the system of
linear equations, such as Gauss elimination. How-
ever, they have to deal with higher-dimensional
matrices computations, especially when N is large,
hence in general are not efficient for the model of
this paper, because it is not always easy and even
difficult to deal with the computation of higher-
dimensional matrices directly due to memory
requirement. In order to efficiently solve the system
of Egs. (8) and (9), we propose a novel algorithm: a
level-eliminating method in this section. Based on
the specific structure of the matrix P (i.e., the struc-
ture of the systems of the equations we have), this
new algorithm can avoid the calculation of high
dimensional matrices by decomposing them into
small ones. This new algorithm is based on the cen-
soring technique [14-17] and is to eliminate N these
levels of matrix P from level 0, to level 1, to level
2,..., up to level N, step by step, until the final
matrix is censored to only one level.
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To facilitate this process, we introduce a
sequence of matrices {P”,0<i< N}, where
PO=71—P and P is the probability transition
matrix of the ith censoring Markov chain in which
level 0, level 1, ..., level i — 1 have already been cen-
sored to levels 1-N, levels 2—N, ..., levels i—N,
respectively.

The level-eliminating method is given as follows:

Step one: Initialization.

Let P =71— Pand 1'% =n.

Step two: Censoring process.

Censor the matrix P to the matrix PV where
level 0 is eliminated, and continue until we obtain
the matrix sequence { P”}. The stationary probabil-
ity distribution n'” satisfies

P = 0. (10)

We now present the concrete eliminating process.
We partition the probability matrix P into four
submatrices as follows:

(@) (@)
Pl _ T U"
y® Q(i> ’

where T denotes the upper-left block submatrix of
the P with the same dimension of probability tran-
sition matrix at level 7.

We also partition the stationary probability dis-
tribution 7” into two sub-vectors 7 = (z\, 7{),
according to the partition of P”. Then the Eq.
(10) can be rewritten as

L 7O  y
(nil), n(zl)) _ | =o.
1744 Q(l)

Solving the matrix equation, we obtain

70) 4 70y — (11)
and
AU 120 =0, (12)

Notice that the matrices 7" and Q' are all invert-
ible, thus it follows from (11) that

2 = a0 (70) " (13)
Substituting (13) into (12), we obtain

7 (Q(” _ V(i)(T@)*lU(")) =0. (14)
Thus, if we let

P — o) V(">(T(">)*1U(") (15)
and

=y, (16)
then, we have
TP = . (17)

Step three: Calculating the stationary probability
vectors.

Using the Eq. (13), we can iteratively represent
the vector sequence {n(li), 0 < i < N}. Following is
the detailed algorithm:

Fori= N —1 down to 0,

7T(li) _ _ﬂ(i+1)V(i)(T(i))*1;
mo=m;
x = (nY),TC(H]));

End

Since m = (mp, 7y, ...,y _ 1, 7y), T = (ni”,ng)),
2D = 7l and the size of 7" is the same size of
probability transition matrix at level i, it is easy to
see that n;, = KTE1>, where the normallzatlon condi-
tion e = 1 leads to x = 1/=V 7\

Now, we compare the complexity of our level-
eliminating algorithm with the known algorithms,
such as the Gauss elimination algorithm, which usu-
ally has to carry out calculations on higher-dimen-
sional matrices. Since it is well-known that the
calculation of higher-dimensional matrices is rather
complex and sometimes even harder to implement
due to the computational limitations and memory
requirements, our new algorithm can decompose a
higher-dimensional matrix into some lower-dimen-
sional matrices, and perform calculation on small
matrices instead. For the DoS model, the matrices
involving in our algorithm have the dimension
N+ 1 at most while the number is much smaller
than N(N + 1)/2, the dimension of the matrices for
the Gauss elimination algorithm. Thus our algo-
rithm is more memory efficient and can be extended
to modeling of larger size. On the other hand, the
time complexity of our level-eliminating algorithm
is mostly based on the iterative computations of
(15). As commonly used in the literature, we only
need to estimate the number of multiplications
involved. From Eq. (15), the number of multiplica-
tions for our algorithm is (ZNH °/4) = O(NY),
while that for the Gauss elimination algorithm is
also O(N®). We see that our algorithm has at most
the same complexity as the Gaussian elimination
algorithm. Furthermore, since most of the calcula-
tions in our algorithm are matrix multiplications,
we can use the fast parallel matrix multiplication
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strategy [13], which requires O(m*>’®) operations

for an arbitrary matrix of dimension m. In this
way, the time complexity of our algorithm can be
reduced to O(N°7).

5. Security performance metrics and numerical
examples

In this section, we derive some important security
metrics which characterize the performance of the
network system under DoS attacks. First, the con-
nection loss probability is an important measure in
the connection depletion DoS attacks. Moreover,
people also care for the buffer occupancy percent-
ages of half-open connections for regular traffic
and attack traffic, which can be given as the average
ratios of the numbers of the regular half-connec-
tions N; and the attack packets N, to the maximum
allowable number of half-open connections N,
respectively. These two metrics represent how severe
the DoS attacks deteriorate the system perfor-
mance. In this section, we also give some numerical
examples to illustrate how to quantify these security
metrics. Numerical examples indicate that the ana-
lytical method of this paper is effective and efficient
in the study of network security.

Connection loss probability is a basic measure
for assessing the performance of the network under
DoS attacks. Since each arriving packet must be
dropped once there have already been N pending
connections in the system, the connection loss states
can be specified as the pairs (N, N,) with N;+
N, = N. If there is no more room for pending con-
nections to be saved, the arriving packets have to
be blocked. Using the stationary probability distri-
bution given in Section 4, the connection loss prob-
ability can be described as

- & -b=1s
—A— b=10s4
O+ b=50s

©-

0 DN 5 bH=

0.5 1 1.5 2

N
Ploss = Z T N—i- (18)
i=0

Obviously, if the connection loss probability P
is large, the network should be under DoS attack.
From this understanding, we may use a threshold
value 0 > 0 small enough to indicate the network
security status: if

Ploss < 5a

we can conclude that the network is not under DoS
attack.

The way that DoS attacks work is to send as
many attack packets as possible to consume net-
work resources (i.e., buffer spaces) such that
Pioss = 0, which leads to network performance
degradation.

Fig. 1 shows the connection loss probability Py,
of the system with respect to the attack traffic load
with different settings for the maximum allowable
number of half-open connections N and holding
time b for pending connections. Let A, =10/s as
the parameter for the Poisson arrival process of
the regular request packets. Let /4, =k/;, and
clearly, the parameter £ may be understood as the
ratio of arrival rates between the attack packets
and the regular request packets. For simplicity, we
use the exponential distribution with the parameter
u=100/s as the service time of regular request
packets, and it could represent the severity of con-
gestions in the network. We change k£ from 0.1 to
2, which indicate the attack traffic load from low
to high. Let N =20 and b =5 as the basic parame-
ters. From Fig. 1 we easily observe that the packet
loss probability Py, increases with the increase of
the attack traffic load. Either decreasing the holding
time b or increasing the maximum allowable num-
ber of half-open connections N can reduce Py if

- & -N=10
—A— N=20[@
O N=40

0.5 1 15 2
k

Fig. 1. The connection loss probability vs. the attack load for different parameters.
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the attack traffic load is limited. Nevertheless, when
the traffic is already under heavy load, there are not
much of difference.

Next, we consider the buffer occupancy percent-
age of half-open connections for regular traffic,
which is characterized by the mean ratio of the num-
ber of regular half-open connections to the maxi-
mum allowable number of half-open connections,
to be denoted as P.. We can obtain

1 N

Similarly, the buffer occupancy percentage of half-
open connections for attack packets, which is repre-
sented by the mean ratio of the number of attack
packets to the maximum allowable number of
half-open connections, denoted by P,, can also be
obtained as:

1 N N-i
Pa = N E jTEi?j. (20)
i=0 ;=0
0.2
=& -b=1s
0.18 —A— b=10s
0 b=50s
0.16
0.14

Figs. 2 and 3, respectively, depict how the buffer
occupancy percentages of half-open connections for
regular traffic and attack traffic depend on the
attack traffic load with different system parameter
b and N. We also assume /= 10/s and u = 100/s
as the general parameters. We can easily observe
that P, almost remains at a similar level in the two
figures of Fig. 2, which implies that it is not sensitive
to b and N. The buffer occupancy percentage of
half-open connections for attack packets is much
larger than the regular request packets, because
the holding time of attack packets is much longer.
It is clear that k is a crucial factor, and the attack
load will severely degrade the performance of the
network under DoS attack.

Note that the numerical examples are to validate
the DoS model in Section 2 and the algorithm given
in Section 4, and also show the analysis of security
metrics. So here we choose the proper N in our
numerical examples for sake of simplicity. Our
level-eliminating algorithm can quickly solve the
systems of linear equations of the DoS model for

0.2
- & -N=10
0.18 —A— N=20 |
0+ N=40
0.16 4
0.14¢

Fig. 2. The mean ratio of the number of regular half-connections to the maximum allowable number of half-open connections vs. the

attack load for different parameters.

— ¢ -b=1s |{

0.9 —A— b=10s|4
‘0 b=50s

0.8

0.7 e

0.6 ’

a® 0.5/ &
0.4 L7
0.3 e
0.2 »
01} .7

0.5 1 1.5 2
k

it Auliniin alinial 4
- ¢ -N=10
—A— N=20|
O N=40

0.5 1 1.5 2
k

Fig. 3. The mean ratio of the number of attack packets to the maximum allowable number of half-open connections vs. the attack load for

different parameters.
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N < 100, as indicated in our examples. As N gets
larger, we can use parallel techniques to implement
our algorithm efficiently.

Since the time complexity of our level-eliminating
algorithm is mostly based on the iterative computa-
tion of (15), we can use the typical parallel matrix
multiplication algorithms to efficiently solve the
larger models. Introducing the parallel technique,
we can use multiple computing nodes to solve the
model, e.g. using a 32-node cluster or grid systems.
There the matrix can be partitioned into blocks
which can be computed separately on each node.

The theoretical analysis of this paper proposes a
new avenue to the quantitative evaluation of com-
puter networks under DoS attacks. Following this
way, simulations of the realistic DoS attacks are cru-
cial work to facilitate applying the analysis results to
our real world. Simulation by our work is not only to
validate the model, but the much more important is
to apply the results in designing efficient attack detect
and defense mechanisms. From the simulation in
practical terms, we first can get the main parameters
to characterize the systems status under DoS attacks,
which are to describe attributes of security. Adjust-
ing the system parameters according to the theoreti-
cal analysis, we could then find a proper setting for
the security mechanism of the system and further
design new protection strategies. In addition, some
improvements of the model and analysis method
can be developed with respect to the practical sys-
tems. Obviously, it needs much work to do and we
would like to practice that in the future work.

6. Conclusions and future work

In this paper, we analytically characterize the
security attributes of a network under the DoS
attacks such as the most prevalent SYN-flooding
attack. We use a two-dimensional embedded Mar-
kov chain to find the stationary probability distribu-
tion and find analytical results for a few security
performance metrics. This paper represents a more
comprehensive work in the quantitative study of
network security under the DoS attacks and may
open a new avenue to assess the security issue of
more complex networks under the DoS attacks.

We hope that the research insights gained by this
paper would lead to practical deployment and appli-
cations to some crucial domains of network secu-
rity. There are still some issues to be dealt with in
the future. First, it is necessary to provide some
effective simulations of the real DoS attacks. In

the literature, the general datasets for the DoS
attacks do not provide the fine details to find the
probability distributions. We should generate and
analyze the datasets to construct such probability
distributions. Based on this, we could find the char-
acteristics of the DoS and DoS-like attacks, esti-
mate the effect of the attacks quantitatively, design
new detections and protections in computer net-
works. Second, it is a key point to improve the
model description and algorithms. We will further
strengthen numerical simulations and practical
deployments for the study of network security.
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