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Abstract

Directional antenna offers various benefits for wireless sensor networks, such as increased spatial reuse ratio and
reduced energy consumption. In this paper, we formulate the maximum flow problem as an optimization problem in inter-
ference-limited wireless sensor networks with switched beam directional antennas. The optimization problem is solvable in
the presence of an omniscient controller, but it is NP-hard. Therefore, we seek a distributed algorithm to achieve the max-
imum flow through jointly routing and scheduling. The maximum flow between given source destination pair is determined
forwardly hop by hop and is verified by the proposed feasible condition at downstream nodes. This method works for both
single-beam antenna and multi-beam antenna with some variation in the feasibility condition.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Due to the hostile wireless channel and interfer-
ence among flows, how to achieve the maximum
throughput in multi-hop wireless networks has been
of great interest over the past decades. Especially for
resource-constrained wireless sensor networks, how
to improve the system capacity is even more impor-
tant. Sensors are usually powered by batteries and
not rechargeable, while they should be functioning
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for a relatively long period. These requirements
pose serious challenges on protocol design. With
the switched beam technology, the smart antenna
is shown to be an appealing option for wireless
sensor networks. By concentrating RF energy in
the intended transmission direction, the spatial
transmission region shrinks to a sector. Directional
antenna is able to reduce energy consumption, and
improve spatial reuse ratio, thus can significantly
boost the channel capacity. It is feasible to equip
sensor nodes with directional antenna, because the
switched beam system could be built with fairly
inexpensive off-the-shelf components [1]. Particu-
larly at COTS frequencies 2.4 GHz or 5 GHz,
switched beam directional antenna can be inexpen-
sive and moderately small. Sensor nodes built with
.
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fairly powerful capabilities are able to accommo-
date the switch beam directional antenna.

Various work has been inspired by wireless
networks with directional antennas. Although some
asymptotic bounds for throughput are derived
under certain assumptions about network deploy-
ment and node configuration, what the feasible
maximum throughput is and how to achieve it are
still not answered in the context of general wireless
networks. The goal of this paper is to address the
‘‘what’’ and ‘‘how’’ problems in wireless sensor net-
works with switched beam directional antennas.
Both issues are challenging in wireless sensor net-
works when considering the large scale and limited
node capability. For the general purpose, we have
no assumption on the traffic pattern. For different
applications, various communication pairs may
exist, including sensor-to-sensor, sensor-to-sink
and sink-to-sensor. We address the problem for
any source destination pair so that it applies to
any specific traffic pattern.

We attempt to solve the problem in a generalized
setting. This problem is inherently a joint multipath
routing and optimal scheduling problem. Generally,
multipath routing is capable of supporting a larger
amount of flow than single path routing. Neverthe-
less, the interference [18] restricts the efficiency of
multipath routing. Taking advantage of mitigated
interference, multipath routing is more justifiable
in wireless sensor networks with directional anten-
nas. Yet the more involved interference pattern of
multipath routing further complicates the problem
because of the substantial problem size and search-
ing space. Routing serves as the preliminary of link
scheduling and the complexity of the whole problem
is actually the multiplication of them.

The contributions of this paper are twofold.
First, we formulate the maximum flow problem as
centralized MIP problems for both single-beam
and multi-beam antennas with slight difference.
We show that the maximum flow problem is NP-
hard in wireless sensor networks because of the
interference constraint. The centralized MIP prob-
lem could produce the optimal solution, but it
requires an omnipotent coordinator, which is usu-
ally unrealistic. In contrast, a distributed algorithm
with reasonable computation complexity and better
scalability is more practical and computationally
efficient. Second, we propose the feasible condition
of flow. The maximum flow is attainable only if
all constituent links over the paths meet the feasibil-
ity condition. With the criterion, the attainable
maximum flow from the source node to the desti-
nation node is validated at each hop forwardly.
Moreover, we discuss the feasibility conditions
for both single-beam and multi-beam antenna
respectively.

The paper is organized as follows. The next
section summarizes the previous work on related
topics. Section 3 defines the resource sharing graph
based on the antenna model, which leads to general
problem formulation for maximum flow. Then we
present the problem formulation of maximum flow
for switched beam antennas in Section 4. Section 5
illustrates the feasible conditions for feasible arc
flows. Numerical result is presented in Section 6.
Finally, Section 7 concludes the paper.

2. Related work

There exist many schemes to address problems
associated with wireless networks with directional
antennas, such as MAC [5], routing and scheduling
[6,7]. Some papers have derived the asymptotic
throughput bounds under certain assumptions on
network topology and node configuration. The sem-
inal paper by Gupta and Kumar [2] studied the net-
work comprising of n randomly placed non-mobile
nodes. Subsequent work [3] investigates the capacity
gain of wireless ad hoc networks with directional
antennas over omni-directional antennas. In [4],
Kodialam and Nandagopal consider the problem
of joint routing and scheduling to achieve a given
rate vector. The only interference constraint they
take into consideration is that a node cannot trans-
mit or receive simultaneously. They formulate the
scheduling problem as an edge-coloring problem
and provide a polynomial time algorithm. The
approach achieves at least 67% of the optimal
throughput. Jain et al. [9] model the interference
between neighboring nodes using a conflict graph
and present methods for computing the lower and
upper bounds. They focus on the routing compo-
nent alone. However, they do not propose any
approximation algorithm to solve the routing
problem. In [10], Peraki and Servetto study the max-
imum throughput in dense random wireless net-
works with directional antennas. They derive the
asymptotic upper bounds on throughput by solving
the minimum cut problem. A coordinated packet
injection schedule to minimize inter-flow interfer-
ence is investigated in multi-hop networks [13].
Joint optimization of two metrics, source through-
put and packet head-of-queue delay, are achieved



Fig. 1. An illustration of directional antenna model.
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Fig. 2. A simple illustration of node graph G = (V,E).
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Fig. 3. Link resource sharing graph for single-beam directional
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through controlling the packet waiting times of
optimal number of flows. An optimal resource allo-
cation scheme is proposed based on the maximal cli-
ques of contention flows in [17]. Some routing
algorithms are proposed to achieve the maximum
network capacity [15,16]. In [15], Kar et al. propose
a routing algorithm aiming to maximize the total
amount of data that is successfully carried by the
network. The routing algorithm computes the short-
est path with link weight, which is characterized by
residual nodal energy.

Several works study the multipath routing in wire-
less ad hoc networks using directional antennas
[11,12]. In [12], Tang et al. define the path interference
to find the minimum single path and node-disjoint
multiple paths in wireless networks equipped with
directional antennas. Since interference affects the
network performance, some papers attempt to reduce
the interference through topology control. A recent
work by Burkahart et al. concisely defines the inter-
ference and proposes several interference-aware
topology algorithms [19]. In [20], Sundaresan and
Sivakumar define a unified MAC layer framework
for a variety of smart antennas, and derive the corre-
sponding unified MAC algorithms. In [8], Roy et al.
propose a MAC and routing protocol for ad hoc
networks with directional antennas to select maxi-
mally zone disjoint routes for load balancing. Hou
et al. [14] exploit the energy efficiency of directional
antenna to maximize the network lifetime.

3. General maximum flow problem subject to

interference

3.1. Antenna model

According to beam pattern (beam-radius, beam-
width, beam orientation), we have omni-directional
antennas, single-beam directional antennas (e.g.,
single-beam switched beam antennas), multi-beam
directional antennas (e.g., multi-beam switched
beam antennas or sectorized beam antennas). A
directional antenna can transmit and receive direc-
tionally. To be clear, for single-beam directional
antennas, we assume only one directional transmit-
ting beam or one directional receiving beam can be
active at a time; for multi-beam directional anten-
nas, multiple directional transmission beams or
multiple directional receiving beams can be active
at a time. However, a beam can only be either trans-
mitting or receiving at any instant.
An illustration of a switched beam antenna with
six beams is shown as Fig. 1. In this paper, we
assume that the antenna is directed to discrete direc-
tions, with fixed beam-radius and beam-width.
Beam-radius is the maximum distance that a trans-
mission can reach. Beam-width is determined by
the angle of a sector. For a six-beam directional
antenna, the angle of a beam is p/3. The direction
a beam targeting to is defined as the beam orienta-
tion. There is a link between two nodes if the dis-
tance between them is shorter than the beam-
radius. An illustration of a node graph comprising
of nodes with directional antennas is shown as
Fig. 2, though a realistic node graph is always more
complex.
3.2. Link resource sharing graph

Given the toy example of node graph Fig. 2, the
link resource sharing graph for the single-beam
directional antenna can be represented as Fig. 3.
Links in the node graph are numerated on the first
antennas.



Table 1
Notation

B The total number of beams at each node
E The set of edges
V The set of nodes
(i, j) Link from node i to node j

xi,j Flow over link (i, j)
f Flow from source node s to destination node d

fi,j Maximum flow over arc (i, j)
dij Distance between node i and node j

a(i, j) Transmission direction from node i to node j

hj
i The beam used by node i to transmit to or receive from

node j

b(i, l) The lth beam of node i

bi,j(i, l) Whether link (i, j) is in the l beam of node i.
T(G) The flow contention graph of G

v�wðGÞ Fractional chromatic number of graph G

kj Fractional color of independent set sj
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row in Fig. 3. The bottom row indicates the capacity
of the corresponding link. For instance, link (1, 2)
interferes with link (1,3), (2,3) and (2,4) in Fig. 2,
because they cannot be active concurrently given
single-beam directional antenna. Therefore, any
two of them are not allowed to be active simulta-
neously. For example, the capacity of (2,4) are
shared with those links, as indicated by A(2,4). In
other words, (1,2), (2, 4), (2,5), (3, 4) and (4,6) share
the time fraction for using the common wireless
channel.

For nodes with multi-beam directional antennas,
link (1, 2) and (1,3) can be active simultaneously.
Only outgoing links (2, 4) and (2,5) interfere with
link (1,2). As depicted in Fig. 4, similarly for link
(2,4), the interfering links are reduced to (1,2) and
(4,6). The decrease of interference level is signifi-
cant. As a result, the link resource sharing graph
of the network using multi-beam directional anten-
nas is a subgraph of single-beam directional
antennas.

3.3. General formulation of maximum flow

The problem here to be addressed is: given net-
work G(V,E) and existing flows, find the maximum
flow supported by the network between pair s–d.
For clarity, notation used in this paper is listed in
Table 1. Based on the resource sharing graph, the
maximum flow problem can be formulated as the
following optimization problem:

max f

s: t:
X

fj:ði;jÞ2Eg
xi;j �

X
fj:ðj;iÞ2Eg

xj;i ¼
f i ¼ s;

0 i ¼ V � fs; dg;
�f i ¼ d;

8><
>:X

ðk;lÞ2Ai;j

xk;l 6 ui;j 8ði; jÞ 2 E;

xi;j P 0 8ði; jÞ 2 E:

ð1Þ

where ui,j is the normalized remaining capacity
(0 6 ui,j 6 1) for (i, j). This is a traditional maximum
flow problem with added interference (contention)
(1,2) (1,3) (2,4) (2,5) (3,4) (4,6) (5,6)

A1,2 A1,3 A2,4 A2,5 A3,4 A4,6 A5,6

Fig. 4. Link resource sharing graph for multi-beam directional
antennas.
constraint. To straighten the problem formulation,
the interference constraint is further explored and
characterized in the next section.
4. Formulation of interference-constrained

maximum flow

4.1. Interference region

We assume that an antenna both transmits and
receives directionally, but it cannot transmit and
receive simultaneously. With directional antenna,
two links interfere with each other if a receiver is
in the transmitting beams of both transmitters,
shown in Fig. 5. To guarantee successful reception
at node j, any node in the receiving beam of j cannot
transmit towards j before current transmission fin-
ishes. In wireless sensor networks with directional
antennas, the interference region is specified not
only by the transmission range or beam-radius,
but also the beam orientation.

The protocol model: In the protocol model, the
transmission from node i to node j is successful if
(1) j is in the transmission range of i, dij 6 R, where
R is the transmission range; (2) any node u that in
i

j
u

v

Fig. 5. An illustration of interference caused by (u,v) to (i, j).
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the receiving beam of j from i is not transmitting in
the beam covering j (when interference range =
transmission range). This means that j must be out-
side of transmission beam of u. Instead of the circu-
lar interference area in omni-directional antenna
equipped wireless sensor network, the interference
region of directional antenna is a beam. Multipath
routing, which generally causes more serious inter-
ference than single path routing, is more justifiable
for network with smart antenna in terms of
throughput.

Since the interference region is a beam, the infor-
mation about the beam to which a link belongs is
essential for routing and scheduling. Suppose there
are B fixed beams for each antenna. Denote the angle
between node i and another node j as a(i, j) as
depicted in Fig. 6. With the knowledge of a(i, j),
(i, j) can be located in the beam hj

i ¼ daði; jÞ=2p� Be
of i, which is the transmission beam for link (i, j).

Now we can recapitulate condition (2) of the
protocol model in the following way:

(2 0) When (i, j) is active, for any node u in j’s
receiving beam towards i, the beam hj

u should
keep silent. Denote b(i, l) as the lth beam of node
i, where l = 1, . . . ,B.
4.2. MIP formulation for single-beam directional

antenna

Because the single-beam directional antenna can
only target to one beam at a time. So the channel
utilization is shared by all links in all beams. The
time sharing constraint is formulated as

XB

l¼1

X
ðk;iÞ2E

xk;ibk;iði; lÞ þ
X
ði;jÞ2E

xi;jbi;jði; lÞ
 !

6 1 8i 2 V :

ð2Þ

For single-beam directional antenna, we can for-
mulate the maximum flow problem as the following
mixed integer programming (MIP).
i

j

( , )i jα

( , )j iα

Fig. 6. Illustration of a(i, j) and a(j, i).
Problem formulation 1:

max f

s:t:
X

fj:ði;jÞ2Eg
xi;j �

X
fj:ðj;iÞ2Eg

xj;i ¼
f i ¼ s;

0 i ¼ V � fs; dg;
�f i ¼ d;

8><
>:X

u2bði;lÞ

X
ðu;vÞ2E

xu;vbu;vðu; hi
uÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

interfering links in lth beam

þ
X

ðk;iÞ2E
xk;ibk;iði; lÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

incoming flows

6 1 8l; i;

XB

l¼1

X
ðk;iÞ2E

xk;ibk;iði; lÞ þ
X
ði;jÞ2E

xi;jbi;jði; lÞ
 !

6 1 8i 2 V ;

bi;jði; lÞ ¼
1; if ði; jÞ 2 bði; lÞ;
0; otherwise;

�
xi;j P 0 8ði; jÞ 2 E:

ð3Þ

The first constraint describes the in-flow and the
out-flow at each node. The second constraint indi-
cates the flow interference around i as specified by
condition (2 0) in the protocol model. The first term
represents the sum of flows causing interference to i

in beam l. When those flows are active, node i must
restrain from receiving. The second term stands for
the total incoming flows to i in beam l. The second
and third constraints aggregately describe the inter-
fering flows at a node.
4.3. MIP formulation for multi-beam directional

antenna

For multi-beam directional antenna, we have the
following time sharing constraint:

max
l:16l6B

in-flow of beam lþ max
l:16l6B

out-flow of beam l

6 1:

We use max function because several beams can
transmit or receive simultaneously. This constraint
is expanded as

max
l:16l6B

X
ðk;iÞ2E

xk;ibk;iði; lÞ þ max
l:16l6B

X
ði;jÞ2E

xi;jbi;jði; lÞ

6 1 8i 2 V : ð4Þ

Transforming (4) into the following linear
constraints:

X
ðk;iÞ2E

xk;ibk;jði; lÞþ
X
ði;jÞ2E

xi;jbi;jði;mÞ6 1 8l;m; 8i 2 V :
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Now the maximum flow problem in wireless sen-
sor networks with multi-beam directional antennas
can be modeled by the following MIP

Problem formulation 2:

max f

s:t:
X

fj:ði;jÞ2Eg
xi;j �

X
fj:ðj;iÞ2Eg

xj;i ¼
f i ¼ s;

0 i ¼ V � fs; dg;
�f i ¼ d;

8><
>:

X
u2bði;lÞ

X
ðu;vÞ2E

xu;vbu;vðu; hi
uÞ þ

X
ðk;iÞ2E

xk;ibk;iði; lÞ 6 1 8l; i;

X
ðk;iÞ2E

xk;ibk;jði; lÞ þ
X
ði;jÞ2E

xi;jbi;jði;mÞ 6 1;

81 6 l;m 6 B 8i 2 V ;

bi;jði; lÞ ¼
1; if l ¼ hj

i ;

0; otherwise;

(

xi;j P 0; 8ði; jÞ 2 E:

ð5Þ

The first two constraints are the same as those in
(3). The last constraint guarantees that the flow is
feasible because the in-flow and out-flow share the
capacity at the node. Observe that the constraint
becomes linear at the cost of adding more con-
straints. The number of constraints is increased by
a factor of B2 � 1.

Until now, the maximum flow has been formu-
lated for single-beam and multi-beam directional
antennas, respectively. Except one constraint, the
formulations of them are the same. It is easy to
solve the MIPs in (3) and (5). So we give a brief
description of the algorithm. First, we obtain
bi,j(i, l)s after establishing the neighbor list of every
beam at each node. The constants are determined
by the relative positions between nodes. Then we
need to calculate the remaining capacity in each
beam for every node. The remaining capacity is
the total capacity minus the capacity used by inter-
fering flows. With remaining capacity in each beam,
the MIP can be transformed to a standard MIP.
Applying an existing optimization algorithm like
branch and bound method [22,23], we can obtain
the optimal solution.
4.4. Problem complexity

Many papers have analyzed the flow contention
problem by resorting to graph theory. The indepen-
dence number of the network can be reduced to a
maximum feasible network throughput problem
even if we only consider the routing with perfect
scheduling [9]. Based on flow contention graph for
given paths, some papers attempt to maximize flow
by finding out the minimum clique cover of the net-
work. However, the minimum clique cover problem
is also NP-complete [21]. So the maximum flow
problem in multi-hop wireless networks is generally
at least NP-hard. Although smart antenna reduces
the interference region, the contention graph still
makes the maximum flow problem hard.

Theorem 1. Maximum flow problem in wireless

sensor networks with directional antennas is NP-hard.
5. Distributed routing and scheduling

The optimization problem in the previous section
has to be solved through a centralized algorithm,
which is computationally expensive and not feasible
in large-scale networks. In this section, we search
for a distributed method to achieve the maximum
flow more efficiently in resource limited wireless sen-
sor networks. The feasibility of the end-to-end flow
is validated by decomposing it into arc flows [23].
By an arc flow we mean a vector x = xi,j that satis-
fies the constraints in the maximum flow problem.
Each element in the arc flow corresponds to the flow
over an arc. In the rest of our paper, we refer to a
link as an arc. If all constituent arc flows are feasi-
ble, then the end-to-end flow is feasible.

Obviously, each node must have the knowledge
of its neighbors’ available bandwidth to make rout-
ing decision. The total available bandwidth is
shared by all interfering flows. Flows within two
hops are potential interfering flows, because they
may have en edge in the flow contention graph. A
node overhears neighbors’ transmissions, so it is
able to calculate the available bandwidth in each
beam for flow scheduling.

5.1. Control information for distributed routing

and scheduling

Based on the information of available resource in
each beam and the received information from neigh-
bors, a node can perform jointly routing and sched-
uling. The indispensable control information to be
exchanged between neighbors in case of single-beam
and multi-beam directional antennas is summarized
in Tables 2 and 3 respectively.

For each beam of node i, denote ai,l the allocated
resource



Table 2
The exchanging control information for single-beam directional
antenna

R(i) Available bandwidth in terms of time fraction at node i

Table 3
The exchanging control information for multi-beam directional
antenna

R(i)l Available time fraction for reception in beam l at node i

aðiÞr;hj
i

The bandwidth used by incoming flows and interfering
flows in the beam towards node j

a(i)r The bandwidth used by incoming flows and interfering
flows in all beams at node i

T ðiÞ�l Utilized resource for outgoing flows in all beams except
the lth beam at node i
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ai;l ¼
X

ði;jÞ2bði;lÞ
xi;j þ

X
ðm;iÞ2bði;lÞ

xm;i

þ
X

ðu;iÞ2bði;lÞ

X
ðu;vÞ2E;v 6¼i

xu;vbu;vðu; hi
uÞ: ð6Þ

The first and second terms are the outgoing and
incoming flows in beam l of node i, respectively.
The third term indicates the interfering flows. So
the sum of them gives the occupied bandwidth in
beam l of node i. For single-beam antenna, R(i) is

RðiÞ ¼ 1�
XB

l¼1

ai;l:

While for multi-beam antenna, the available
bandwidth for reception in beam l is

RðiÞl ¼ 1� max
16l6B

X
ði;jÞ2bði;lÞ

xi;j þ
X

ðu;iÞ2bði;lÞ

X
ðu;vÞ2E;v6¼i

xu;vbu;vðu; hi
uÞ

 !

�
X

ðm;iÞ2bði;lÞ
xm;i:

The max function calculates the bandwidth occu-
pied by outgoing flows and interfering flows. The
last term is the total amount of existing incoming
flows in beam l at node i. Denote T(i)l the band-
width used for transmissions in each beam

T ðiÞl ¼
X

ði;jÞ2bði;lÞ
xi;j:

Then the total bandwidth occupied by transmis-
sions in all beams except l is

T ðiÞ�l ¼
XB

l¼1;l 6¼hk
i

T ðiÞl:
Variables a(i)r and aðiÞr;hj
i

will be explained in the
next subsection. After calculating the information
specified in Table 2 or 3, a node informs its neigh-
bors. This information is identical for neighboring
nodes located in the same beam of i, but may vary
with beams. Once a new flow establishes or an exist-
ing flow terminates, involved nodes update the
information about the available resource to neigh-
bors. After exchanging the control information,
every node has the knowledge of available resource
in its own beams, and the utilized resource of its
neighbors. That information collectively builds up
a view of two hop resource utilization at each node,
which is fundamental for feasible flow distribution.

Definition 1. A flow over an arc is feasible if it can
be routed over succeeding link(s).

The flow xi,j over the arc (i, j) emanates from the
tail, which is node i, and enters the head, which is
node j. We can observe that the feasibility of arc
flows implies the agreement of both head and tail
nodes of the flow. Arc flows cannot exceed the beam
capacity at both nodes.

5.2. Feasible condition of a flow over an arc

A feasible flow has to satisfy the following feasi-
bility condition at each node on the path(s) except
the last hop.

Feasibility condition

1. the flow over the arc must be no greater than the
receiving capacity of the corresponding beam at
the receiver,

2. the flow should be no greater than the transmit-
ting capacity of the corresponding beam at the
sender,

3. the flow can be supported at the receiver, which
means that the flow can be routed by the receiver
further towards the destination without conges-
tion. For the last hop, this condition is skipped
because the destination node just receives and
does not need to forward packets.

To formulate this feasibility condition set, we
consider single-beam and multi-beam directional
antenna separately.

5.2.1. Feasibility condition for single-beam

directional antenna

Suppose node k is transmitting to node i. Denote
ck;hi

k
the transmission capacity of the beam towards i
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ck;hi
k
¼ 1� aðkÞr �

XB

l¼1

T ðkÞl:

According to the aforementioned feasibility con-
dition, flow xk,i should satisfy

xk;i 6 RðiÞ; xk;i 6 ck;hi
k
; xk;i 6 RðiÞ=2:

The last constraint guarantees that the flow is
acceptable and can be routed through other beams
of i. Apparently, the feasibility condition can be
written concisely as

xk;i 6 minfck;hi
k
;RðiÞ=2g: ð7Þ
5.2.2. Feasibility condition for multi-beam

directional antenna

For multi-beam directional antenna, the first two
constraints are obvious,

xk;i 6 RðiÞl; xk;i 6 ck;hi
k
;

where

ck;hi
k
¼ 1� aðkÞr � T ðkÞhi

k
:

Remind that the incoming and outgoing flows
share the bandwidth in multi-beam directional
antenna, the transmission capability of all beams
at node i after accepting xk,i is

XB

l¼1;l 6¼hk
i

ð1�maxfaðiÞr; aðiÞr;hk
i
þ xk;ig � T ðiÞlÞ:

Only B � 1 beams, except the receiving beam,
can be used for forwarding

aðiÞr;l ¼
X

ðm;iÞ2bði;lÞ
xm;i þ

X
ðu;iÞ2bði;lÞ

X
ðu;vÞ2E;v 6¼i

xu;vbu;vðu; hi
uÞ;

aðiÞr ¼ max
16l6B

X
ðm;iÞ2bði;lÞ

xm;i þ
X

ðu;iÞ2bði;lÞ

X
ðu;vÞ2E;v 6¼i

xu;vbu;vðu; hi
uÞ

 !
:

The max function computes the total bandwidth
used for reception after accepting xk,i. To ensure
that xk,i can be supported as specified in the feasibil-
ity condition (3), we have

xk;i 6 ðB� 1Þð1�maxfaðiÞr; aðiÞr;hk
i
þ xk;igÞ þ T ðiÞ�l:

To sum up, the feasibility condition for multi-
beam directional antenna is

xk;i 6 minfRðiÞl; ck;hi
k
g;

xk;i 6 ðB� 1Þð1�maxfaðiÞr; aðiÞr;hk
i
þ xk;igÞ þ T ðiÞ�l:

ð8Þ
The feasibility condition at all nodes is aggre-
gately equivalent to the constraints in the centralized
MIP formulation. The tremendous computation
cost of the centralized MIP is significantly reduced
and becomes affordable for sensor nodes.

5.3. Flow decrementing algorithm

At the very beginning, the source manages to
push the amount of flow f ¼

P
ðs;iÞ2Exs;i subject to

the feasible condition into the network. However,
the feasibility of the flow is to be explored in the net-
work through probing.

In the probing procedure, the feasibility of the
end-to-end flow is examined at each hop. Also, the
maximum feasible flow can be discovered adap-
tively. When node i attempts to transfer packets to
node j, xi,j is computed through the feasibility con-
dition at node i. Node i includes the calculated value
of xi,j in the probe packet and sends over the corre-
sponding link. So multiple probing packets may be
created at a node if multiple paths are used. Upon
receiving the probe packet, node j checks the feasi-
bility condition for the requested flow. If it is capa-
ble of supporting the requested flow, then the flow is
admitted. In other words, a flow over an arc is
acceptable if there exists a feasible solution satisfy-
ing the feasibility condition at node j. After node j
decides to accept the flow, it will immediately
update its available resource to all neighbors. Other-
wise, it stops propagating the probe packet and indi-
cates the maximum amount of flow viable for the
node in the feedback packet. The upstream node i

will adjust the outgoing flows based on the feedback
information until all involved nodes agree on the arc
flows. If the node is unable to reschedule the flow
according to the feedback information, the amount
of feasible flow is piggybacked over the reverse path
until a node is able to reschedule the requested flow.
If all intermediate nodes fail to reschedule, the feed-
back information will trace back to the source node.
When the source node receives the feedback, it
decrements the amount of outgoing flow accord-
ingly. The probing process involves the verification
of the feasibility condition at all intermediate nodes.
Probing terminates at the destination node, indicat-
ing that the source and destination nodes agree on
the routing and scheduling.

Theorem 2. In a network of n nodes connected by m

links, the flow decrementing algorithm runs in O(nm)

time.
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Suppose node i performs a push on arc (i, j). If
node j cannot support it, node i has to reschedule
the flows over all arcs that the flow has traversed.
Therefore, a failed push causes a reschedule of m
links in the worst case. On the other hand, the flow
just progresses through only one push if it is feasi-
ble. So the number of reschedules dominates the
complexity of the algorithm. As the flow progresses
a hop further, the total number of pushes, including
rescheduling, increases m at most. For each denied
flow schedule, the bandwidth of one node is used
up and the node will not be visited. Therefore, the
flow schedule can be denied at most n times as the
flow propagates. Consequently, the algorithm per-
forms O(nm) pushes. When there are multiple flows,
the algorithm’s running time scales linearly.
6. Simulation results

In this section, the simulation results of the dis-
tributed algorithm implemented in C++ are com-
pared with the numerical results of the two MIP
problems. Nodes are randomly deployed in a
10 · 10 square, with transmission range of 2.5 units.
The link capacity is normalized to 1. The network
size varies from 20 to 40 nodes. A source–destina-
tion pair is randomly chosen from all nodes. There
exist other random flows which may interfere with
the flow between the source–destination pair. Con-
stant traffic flows are generated in the stationary
network. Each instance is repeated for 30 runs.

The maximum flow rates in 20, 30 and 40-node
networks are shown in Fig. 7. As expected, the max-
imum flow in case of multi-beam directional antenna
is greater than that using single-beam directional
20 30 40
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Fig. 7. Maximum flow in networks with different size.
antenna. The performance of the distributed algo-
rithm is comparable to the optimal result obtained
in the centralized algorithm. The distributed algo-
rithm is able to achieve approximately 95% of the
flow that can be supported by the centralized algo-
rithm. An interesting observation is that the maxi-
mum flow rate decreases inversely to the network
size for networks with single-beam directional
antenna, while the maximum flow increases for net-
works with multi-beam directional antenna. This
trend is shown in both centralized and distributed
algorithms. The reason for the different trend is that
the single-beam directional antenna is more sensitive
to interference caused by increased flows. As the
number of nodes increases, the network density
grows as the network field is fixed. Consequently,
more interference among flows is introduced, so
the maximum flow supportable for the given source
destination pair decreases. However multi-beam
directional antenna is capable of harnessing the
advantage of space reuse more efficiently, so the
interference level is still low even the network density
increases. The maximum flow does not deteriorate
with the increased density in the simulation. On the
contrary, the maximum flow increases because more
space-separated paths are available. We expect the
maximum flow of the network with multi-beam
directional antennas to degrade when the node
density reaches a certain degree.

We do not know how frequently the performance
of using single-beam directional antenna and multi-
beam directional antenna differs. The histograms of
the maximum flow demonstrate the difference in
Figs. 8–13. The histogram shows the frequency of
maximum flow rate that falls into the corresponding
interval. Apparently, the frequency of maximum
flow obtained when using multi-beam directional
antennas shifts to the higher value comparing to
the case when using single-beam directional anten-
nas. Using single-beam directional antenna tends
to achieve maximum flow at relatively lower value.
The maximum flow rate in case of single-beam
directional antenna rarely reaches 0.5. On the other
hand, the maximum flow rate can achieve the max-
imum capacity of 1 in some scenarios when using
multi-beam directional antennas. The result is con-
sistent with the fact that multi-beam directional
antenna is less resource demanding in terms of
channel reuse.

From the histograms, we observe that the distrib-
uted algorithm attains high flow rate less frequently
than the centralized algorithm. This is due to the
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lack of global knowledge of available link band-
width. So the distribution of the flow at succeeding
links may not be optimal. When the outgoing flow is
not assigned in the optimal way, some link capacity
may be unused. Especially due to suboptimal distri-
bution, a node has higher capacity than all upstream
nodes. Then its capacity can never be fully utilized.
This leads to the suboptimal performance of the dis-
tributed algorithm.

7. Conclusion

We study the joint routing and scheduling in multi-
hop wireless networks with directional antennas in
this work. The goal is to maximize the throughput
between given s–d pair. A key distinction of our work
compared to previous work is that our approach
answers the questions of what the optimal flow is
and how to realize it, with a practical interference
model. Based on the protocol model, the maximum
throughput problem constrained by interference is
formulated as an optimization problem. The large
searching space due to myriad paths between a s–d
pair, combined with the inherent hardness of link
scheduling, leads to an NP-hard centralized MIP
problem. To search for a feasible approach, we
decompose the end-to-end flow into arc flows.
Integrating routing with scheduling, the answer for
‘‘what’’ and ‘‘how’’ is unveiled concurrently. The
method is applicable to both single-beam and multi-
beam directional antennas, with some variation in
information exchange and feasibility condition.
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