
Solutions for Homework 4

3.50 (Solution): (a). Since
�������

is the stationary distribution, we have for all �	��
����
����������� � ��� ���������� � ��� "! ������� � � � � � � ��#����� � � � � �
Using the given relation, we obtain for all �	�%$
��� ���� �� � � ��! ���� �� � � � � �
Dividing by & �'� �� � � on both sides, we have$���(���� ���� � ��! ���� �� $� � � � �
for all �	�)$
 , showing that

� $����� is the stationary distribution of the truncated chain.

(b). If the original chain is time reversible, we have
��� � � ��! � � � � � for all * and � , so the

condition of part (a) holds. Therefore, we have $��� � � �+! $� � � � � for all states * and � of the

truncated chain.

(c). The finite capacity system is a truncation of the two independent ,.-�,/-�0 queues system,

which is time-reversible. Therefore, by part (b0, the truncated chain is also time reversible.

The formula for the steady state probabilities is a special case of eq. (3.39) of Section 3.4.

3.55 (Solution) Let 1�2 !43 25-7682 and 1:9 !43 9;-76(9 . We can easily find the total arrival rates for

CPU and I/O are 3 2 !<3 - � 2 and 3 9 !=3 � 9;- � 2 , respectively. Using Jackson’s Theorem and

equations (3.34)-(3.35), we obtain�?>A@ 2;B @ 9�C ! DE F �HG�IKJ8L�M#NPO MQ MSR T 1 QVU9 > 0XWY1:9;C;B @ 2[Z]\�HG J8^_L O MMJ R 1 Q�U9 > 0`Wa1:9bCbB @ 2[c/\
where �HG !ed Jgf 2�QVh G > \i1�25C Q@�j � > \i1�25C J\ j�> 0`Wa1�25Clk f 2

3.58 (Solution) We convert the system into a closed network with , customers as indicated in

the hint. The
>nm � 0oC st queue corresponds to the “outside world”. It is easy to see that

the queues of the open systems are equivalent to the first p queues of the closed system.

For example, when there is at least one customer in the
> p � 0oC st queue (equivalently, there

are less than , customers in the open system), the arrival rate at queue * is q � , the routing
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probability from
> p � 0oC st queue is q � - &��� h 2 q � , the service rate at the

> p � 0oC st queue is&��� h 2 q � . Furthermore, when the
> p � 0VC st queue is empty no external arrivals can occur at

any queue * , * ! 0 B � B������;Bbp . If we denote with
� >A@ 2;B������lB @ � C the steady state distribution for

the open system, we get�?> @ 2bB @ 9VB������ B @ � C C ! D��E
��
F � & �� h 2 @ � c ,L O MM L O UU
	�	�	 L O
�� L �
��� & ���� M O ������ M� I�� N otherwise

where 1 � ! q �6 B�* ! 0 B � B������;Bbp1 ��� 2 ! & �� h 2 q � > 0`W & �� h 2 � � � C&��� h 2 q �
and � > , C is the normalizing factor.

3.61 (Solution) We have & J� h G � �?! 0 . The arrival rate at the CPU is 3 - � G , and the arrival rate at

the * th I/O port is 3 � � - �HG . By the Jackson’s Theorem, we have� >A@_G B @ 2bB������ B @ J C ! J � h G 1 Q �� > 0`W 1 � C
where for *gc �

. The equivalent tandem system will be the one with arrival rate 3 , the service

rate for queue
�

is 6 G#�HG and for the queue * ( * c �
) is 6 � �HG - � � .

3.64 (Solution) (a). The state is determined by the number of customers at node 0 (one could use

node
�

just as easily). When there are customers at node 0 (which is the case for state 0 , �
and ! ), the departure rate from node 0 is 6 2 , each such departure causes the state to decrease.

When there are customers in node
�

(which is the case for states
�
, 0 and

�
), the departure

from node
�

is 6 9 , each departure causes the state to increase.

(b). Letting
� � be the steady state probability of state * , we have

� � ! � � f 2 1 , where 1 !6(9�-7682 . Thus,
� �_! 1 G 1 � . Solving for

�HG
, we have�HG !#" 0 � 1 � 1 9 � 1%$'& f 2 B � �_! �HG 1 � B * ! 0 B � B�!(�

(c). Customers leave node 1 at rate 6 2 for all states other than state
�
. Thus, the time average

rate at which customers leave node 0 is 6 2 > 0 W �HG C , which isq ! 1 � 1 9 � 1 $0 � 1 � 1 9 � 1 $ 6?2)�
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(d). Since there are three customers in the system, each customer cycles at one third the rate

at which departures occur from node 0 . Thus, a customer cycles at rate q - ! .

(e). The Markov process is a birth-death process and thus reversible. What appears as a

departure from node * in the forward process appears as an arrival to node * in the backward

process. If we order the customers 0 , � and ! in the order in which they depart a node, and

the note that this order never changes (because of the FCFS service at each node), then we

see that in the backward process, the customers keep their identity, but the order is reversed

with backward departures from node * in the order !�B � B�0 B�!�B � B 0 B������ .


